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Preface 

Dear Colleagues, 

The world’s population is facing a water crisis, which is expected to worsen dramatically 
during the 21st century. Problems due to over-exploitation of groundwater, as well as from 
natural and anthropogenic contamination are major challenges facing humanity. This Special 
Issue on “Groundwater Quantity and Quality” contains a broad selection of eleven articles 
addressing many different aspects of groundwater quantity and quality, along with an 
introductory editorial. The research articles and case studies cover many different geographic 
regions and include examples from both developed and developing nations. The research 
articles are strong contributions that were selected after a rigorous peer-review process in 
which not all articles were accepted. We would like to thank the contributors and we hope that 
the Special Issue of Resources will stimulate an interest in groundwater issues. 

John A. Luczaj and Dallas Blaney 
Guest Editors 
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Editorial 

John Luczaj 

Abstract: The world’s population is facing a water crisis, which is expected to worsen 
dramatically during the 21st century. Problems due to over exploitation of groundwater, as 
well as from natural and anthropogenic contamination are major challenges facing humanity. 
This Special Issue contributes a selection of topics on groundwater quantity and quality issues 
that face different parts of the world. 

Reprinted from Resources. Cite as: Luczaj, J. Groundwater Quantity and Quality. Resources 
2016, 5, 10. 

1. Introduction 

Groundwater plays an important role in supplying water to much of the global population 
for use in agriculture, drinking water, and industrial purposes. Physical and/or economic water 
scarcity occurs on all of the populated continents [1], with some parts of the world facing a 
genuine water crisis e.g., [2,3]. Water quality problems are both natural and anthropogenic in 
nature, with emerging contaminants playing an increasing role [1]. Groundwater quantity and 
quality problems constitute a major set of challenges facing the world during this century. 

This Special Issue on Groundwater Quantity and Quality contains a broad selection of 
eleven articles addressing several different aspects of groundwater quantity and quality. The 
research articles cover many different geographic regions of the world (Table 1) and include 
examples from both developed and developing nations. Research articles were selected after a 
rigorous peer-review process. 

Table 1. Geographic locations addressed by articles in this Special Issue. 

Geographic Region Topic References 
Pakistan Management in Mega-Irrigation Systems [4] 
Jordan Over Exploitation [5] 

Northwestern U.S.A. Sustained Drought [6] 
Germany Groundwater Abstraction; Low-Flow Impact [7] 

Texas, New Mexico, U.S.A. Case Study of Legal Issues [8] 
Wisconsin, U.S.A. Groundwater Quality in Karst [9] 

Finland Groundwater Quality in Public Wells [10] 
Mt. Etna, Italy Groundwater Quality in a Volcanic System [11] 
Texas, U.S.A. Energy-Water Nexus [12,13] 

Wisconsin, U.S.A. Groundwater Issues in a Water-Rich Region [14] 1 
Note: 1 Review Article. 
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2. Contributions 

The selected papers contained in this Special Issue are described in this section. They 
fall broadly into three categories: those focused on groundwater quantity, management, 
legal issues, and over exploitation (five papers); those focused primarily on groundwater 
quality (three papers); and those focused on the intersection of water resources and 
renewable energy (two papers). An additional review article provides insight into both 
quantity and quality challenges facing a water-rich region of the world in the Great Lakes 
region of United States of America. 

2.1. Groundwater Quantity, Management, Legal Issues, and Over Exploitation 

Five articles [4–8] examine various aspects of groundwater quantity by addressing 
groundwater management, legal issues, and over exploitation of groundwater. 

The article by van Steenbergen et al. [4] presents a regional overview of water issues in 
the Lower Indus region of Pakistan. They describe the need for updated policies and 
conjunctive management of surface water and groundwater resources in an area with 
limited groundwater usage. This need arises for several reasons including the need to reduce 
waterlogging, increase crop yields, protecting public health, and to improve drinking water 
conditions in areas with saline groundwater. They supply rationale for reallocating water 
resources and improving water management policies to more efficiently meet the water 
requirements of agriculture, domestic, and industrial needs. 

A contribution by Al-Zyoud et al. [5] provides an updated status of the water crisis in 
Jordan by illustrating the continued over exploitation of groundwater resources in the 
Amman Zarqa Basin that has occurred since the 1960s. They list new data about 
groundwater levels for the past 15 years for wells in the basin, along with an evaluation of 
GRACE satellite data. The results add to a growing body of evidence that the groundwater 
resources in the basin are not being used at a sustainable rate, and that significant policy 
changes are needed to secure enough water resources for future generations. 

Piersol and Sprenke [6] illustrate the use of geophysical data and numerical 
groundwater modeling to better understand aquifer recharge pathways and to predict aquifer 
water levels. Their study area focused on a portion of the Palouse basin in a semi-arid 
region of the northwestern continental United States, which is located in the Columbia 
River Basalt Group and is an important source of water throughout much of the Pacific 
Northwest region. The article furnishes a better understanding of parts of the aquifer  
system that should lead to improved groundwater models and management in times of 
sustained drought. 

Wittenberg [7] delivers a multiple regression analysis of how groundwater abstraction 
for irrigation has impacted low flows of the Ilmenau River in northern Germany. 
Distinguishing and quantifying the influence of climatic and anthropogenic variables such 
as precipitation, temperature, and groundwater withdrawal on annual low flows shows that 
groundwater abstraction for irrigation accounted for an average decrease of low flows of 
about 25 percent over the past 50 years. The decline of groundwater levels and decreasing 
low flow conditions have been influenced by the cumulative effect of higher irrigation 
during drier years. 
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An article by Wheat [8] contributes a case study of legal issues regarding  
water apportionment in Texas and New Mexico (United States). At the center of the 
analysis is a case currently before the U.S. Supreme Court, Texas v. New Mexico and 
Colorado (2013) [15]. The article examines the case involving the Rio Grande Compact and 
each state’s legal obligations for managing and sharing water of the Lower Rio Grande, 
along with potential impacts of a Supreme Court decision. Texas claims that New Mexico is 
violating both the Compact and Rio Grande Project Act by using water in excess of its 
apportionment through its allowance of diversions of surface water and groundwater. The 
water quantity issues in the region are a major issue due to combined population growth on 
both sides of the Mexico-United States border, severe drought projections, and increased 
water demand. 

2.2. Groundwater Quality 

Three articles [9–11] focused primarily on groundwater quality issues. They were from 
three distinctly different geographic regions in different geologic settings. 

The article by Erb et al. [9] focuses on a karst aquifer setting in the Western Great 
Lakes region of North America. The central issue of their paper was an analysis of the 
effectiveness of implementing recommendations of a regional “Karst Task Force” report on 
improving groundwater quality in the region. Four counties were analyzed for changes in 
water quality (e.g., brown water incidents, detections of bacteria) by comparing years before 
and after the 2007 report. The two counties in the study that adopted winter manure 
spreading restrictions on frozen or snow-covered ground showed statistically significant 
reductions in the instances of BWIs and other well water quality problems. The counties 
that only promoted education and training, but lacked regulatory action, showed no changes. 

An article by Pitkänen et al. [10] examines the microbiological and chemical water 
quality of drinking water in 20 small water supply wells in Finland. They analyzed for 
enteric pathogens (i.e., Giardia, Cryptosporidium, Campylobacter, noroviruses) and various 
indicator microbes. Detection of some fecal indicator bacteria and enteric pathogens, 
including Giardia, has revealed a surface water interaction in some of the wells. Their study 
is significant because most water supplies in the country distribute drinking water without 
disinfection treatment. 

The article by Bellia et al. [11] provides a thorough geochemical and isotopic 
description of a groundwater system in at Mt. Etna Volcano (Sicily, Italy) to better define 
the groundwater characteristics of its aquifers. Their study found that the geochemical 
composition varied in parts of the volcano, with most of the groundwater being the Na-Mg ± 
Ca-HCO3  ± (SO42  or Cl ) type. Precipitation is the dominant source of recharge to  
the aquifers, although seawater mixing is important in coastal areas. Diffusion of gases 
appears controlled by tectonic structures in the volcano, and the ascent of deep brines also 
plays a role. 

2.3. The Energy-Water Nexus 

A pair of articles [12,13] involve the “Energy-Water Nexus” and its application to 
desalination of brackish groundwater resources. 
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First, the article by Kjellsson and Webber [12] presents an analysis of the potential for 
desalinating brackish groundwater using solar energy in Texas, United States. The analysis 
involves both geographic and depth distributions of brackish waters, along with solar 
radiation data, to determine the locations with best potential for integrating solar energy 
with brackish water desalination. Their results predicted that the northwestern region of 
Texas has the best potential for this application. 

The article by Gold and Webber [13] involved a model using both wind and solar 
energy for reverse-osmosis desalination of brackish groundwater. They analyzed four 
different power generation models and presented cost analyses for an integrated model 
using wind and solar energy as part of a grid-connected desalination facility. Their results 
show that integrating desalination with renewable power can significantly reduce 
operational costs of water treatment. 

2.4. Review Article and Insights from a Water-Rich Region 

Also included in this issue is a review article describing the groundwater quantity and 
quality issues facing a water-rich part of the world in the western Great Lakes region of the 
United States [14]. Luczaj and Masarik present a comprehensive overview of this topic for 
the state of Wisconsin. Despite the fact that the region contains some of the world’s most 
abundant surface and groundwater supplies, residents of this state face some significant 
groundwater quantity and quality challenges. Over exploitation of both confined and 
unconfined aquifers have led to significant drawdown in some areas, with unconfined 
aquifer drawdown affecting surface water resources. Water quality concerns are generally a 
more significant problem, but vary in origin and severity throughout the state. Naturally 
occurring contaminants include radium, arsenic and associated heavy metals, fluoride, 
strontium, and others. Anthropogenic contaminants include nitrate, bacteria, viruses, etc. 
The broad coverage of groundwater quantity and quality issues in the article will allow it to 
serve as a solid foundation reference for researchers in the region. 

3. Conclusions 

Eleven articles have been selected for this Special Issue. The contributions provide timely 
assessments of a wide variety of groundwater related problems over a broad geographic 
range. The coalition of papers should contribute significantly to the fields of groundwater 
quality and groundwater quantity research. 

Acknowledgments: The author of this paper wishes to thank the coeditor of this special issue, 
the journal editors, and the authors for submitting manuscripts for publication. Referees and 
editors provided valuable judgment and feedback on the manuscripts, which allowed for 
substantial improvement in quality in some cases, and rejection of unsuitable manuscripts in 
other cases. 

Conflicts of Interest: The author declares no conflict of interest. 
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Key Challenges and Opportunities for Conjunctive 
Management of Surface and Groundwater in Mega-Irrigation 
Systems: Lower Indus, Pakistan 

Frank van Steenbergen, Muhammad Basharat and Bakhshal Khan Lashari 

Abstract: This paper focuses on the scope of conjunctive management in the Lower Indus part of 
the Indus Basin Irrigation System (IBIS), and the contribution this could make towards food 
security and socio-economic development. The total Gross Command Area (GCA) of the Lower 
Indus is 5.92 Mha, with a cultivable command area (CCA) of 5.43 Mha, most of which is in Sindh 
Province. There is a limited use of groundwater in Sindh (about 4.3 Billion Cubic Meter (BCM)) 
for two reasons: first, there is a large area where groundwater is saline; and second, there is a high 
surface irrigation supply to most of the canal commands, e.g., average annual supply to rice 
command is 1723 mm, close to the annual reference crop evapotranspiration for the area, while there 
is an additional annual rainfall of about 200 mm. These high irrigation allocations, even in areas 
where groundwater is fresh, create strong disincentives for farmers to use groundwater. Consequently, 
areas are waterlogged to the extent of 50% and 70% before and after the monsoon, respectively, 
which contributes to surface salinity through capillary rise. In Sindh, about 74%–80% of the 
available groundwater recharge is lost in the form of non-beneficial evaporation. This gives rise to 
low cropping intensities and yields compared to fresh groundwater areas elsewhere in the IBIS. 
The drought of 1999–2002 has demonstrated a reduction in waterlogging without any 
corresponding reduction in crop yields. Therefore, in order to efficiently meet current water 
requirements of all the sectors, i.e., agriculture, domestic and industrial, an ab initio level of water 
reallocation and efficient water management, with consideration to groundwater quality and its safe 
yield, in various areas are recommended. This might systematically reduce the waterlogged areas, 
support greater cropping intensity than is currently being practiced, and free up water for horizontal 
expansion, such as in the Thar Desert. 

Reprinted from Resources. Cite as: van Steenbergen, F.; Basharat, M.; Lashari, B.K. Key Challenges 
and Opportunities for Conjunctive Management of Surface and Groundwater in Mega-Irrigation 
Systems: Lower Indus, Pakistan. Resources 2015, 4, 831 856. 

1. Introduction 

The Indus Basin Irrigation System (IBIS) is described as the world’s single largest “mega” 
irrigation system—covering a total area of 17.2 Mha. The IBIS consists of The Indus River, itself 
falling ultimately to Arabian Sea, and the tributaries Kabul, Jhelum, Chenab, Ravi, Beas and Sutlej. 
However, for the latter three rivers, India has full rights under the Indus Water Treaty (IWT) of 
1960. Furthermore, for river water storage and diversion, the IBIS comprises three major 
reservoirs, 16 barrages, two head-works, two siphons across major rivers, 12 inter river link canals, 
and 44 canal irrigation systems (normally called canal commands), of which 23 are in Punjab, 14 in 
Sindh, five in Khyber Pakhtunkhwa (KP), and two in Baluchistan (Figure 1). 
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Figure 1. Indus Basin Irrigation System (IBIS), including rivers, link canals, barrages and 
canal commands. 

With increased supplies from Mangla and Tarbela reservoirs, agricultural water supply has 
improved greatly, but, at the same time, this has contributed towards increased recharge of the 
groundwater. This increased recharge was utilized for supplementing crop water requirements in 
Punjab. However, in Lower Indus, the groundwater has not been developed in comparison to this 
increasing rate of groundwater recharge. This changing water balance has caused permanently 
waterlogged conditions, especially during and immediately after the Kharif season, with the result 
of low cropping intensities and obviously lower crop yields than the potential, especially in the 
Rabi season. Furthermore, while the water management approach being followed is heavily 
outdated, the population has increased over time. The people in Thar are constantly facing food and 
water shortages. The drought of 1999–2002 presented the best demonstration for the Indus  
system, especially the Lower Indus, in the form of reduced waterlogging without any reduction in 
crop yields [1]. 

At present, the water management is still based on per/post-independence historic allocations, 
without any logic to justify over or under allocations amongst different areas, with persistent and 
heavily waterlogged areas in many of the canal commands in the Lower Indus part of the IBIS [2,3]. 
Similarly, a World Bank paper [4] pointed out that “the realistic water requirements of the canals 
are required to be re-calculated, keeping in view of various factors under the present situation”. 
This means that water allowances are, therefore, required to be revised accordingly [5]. Also, it has 
been projected that urban water requirement for the 25 major cities of Pakistan would be 6.34 and 
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8.67 BCM, respectively, for the years 2030 and 2050, against the current supply of about 4.0 BCM [6]. 
Therefore, the current situation of increasing water demands, calls for integration of water demand 
and supply across and within all the water use sectors. In this context, this paper demonstrates for 
the Lower Indus that the groundwater has considerably higher potential that it is largely 
unexplored, due to ample availability of canal water and, in several areas, the high salt content. 

2. Study Area 

Sindh Province forms the southern part of the Indus Plain that lies below Guddu, forming the 
narrowest width of the Indus Plain below the confluence of the Punjnad River with the Indus (Figure 1). 
The climate of Sindh is hot and arid, and the maximum temperature in summer exceeds 40 °C. 
Evaporation in Sindh is higher than anywhere else in Pakistan. Mean annual precipitation ranges 
from about 100 to 200 mm in parts of the Lower Indus Plain, whereas lake evaporation stands at 
2800 mm at Thatta [7]. The Indus enters Sindh province at an elevation of 75 m (246 ft) above 
mean sea level (amsl). Gradients are very flat in the area and have an average rate of 12.5 cm/km 
(eight inches/mile). The river lies on a slight ridge, which slopes away in lateral direction up to 
Larkana. Thus, it has an influent behavior and loses water to the underlying aquifer. Some of the 
flow drains towards the desert in the east. Another part flows towards the Khirthar Hills. In the 
Rabi season, when the flow in the river below Sukkur Barrage is almost zero, the river receives 
groundwater, especially from the left bank. 

The Indus River provides irrigation to a major portion of Sindh (about 41 percent) through the 
canals taking off from the three Barrages in Sindh: Guddu, Sukkur and Kotri. A very small part of 
Balochistan Province is also irrigated through the Pat Feeder Canal from Guddu Barrage and the 
Kirthar Branch from North West Canal, taking off from Sukkur Barrage. The total Gross Command 
Area (GCA) of the Lower Indus plain (Sindh and Baluchistan, Figure 1) is 5.92 Mha with a 
culturable command area (CCA) of 5.43 Mha. The major crops in the area are wheat, cotton, rice, 
and sugarcane, which utilize 68 percent of the total cropped area. Sindh also produces horticultural 
crops: mangoes, bananas, dates and chilies. Sindh has a diversion capacity of 111 Billion Cubic 
Meter (BCM), which is equivalent to 90 Million Acre Feet (MAF); but, as per the Water Accord 
1991, Sindh’s share is 60.15 BCM (48.76 MAF) of surface water. In addition, annual groundwater use 
is about 4.3 BCM [8], but it is unregulated and unplanned. 

Groundwater Use in Lower Indus Plain—A Contrast to Upper Indus 

Compared to the situation in the Upper Indus, groundwater use in the Lower Indus is very 
modest; yet waterlogging (groundwater within 1.5 meter of the soil surface) is common and has 
been assessed to prevail over 1.5 to 3.5 Mha. While in Punjab groundwater use at field scale is 
equivalent to canal water use in various canal commands [9,10], in Sindh this is not the case. For 
example, for the Lower Bari Doab Canal, based on the 2005 tube well survey data, total 
groundwater abstraction was estimated as 4674 MCM (million cubic meter) [11]. On the basis of 
the same data, the Halcrow [12] consultants for LBDC (Lower Bari Doab Canal) calculated the 
revised estimates of groundwater abstraction for the year 2005 as 4796 MCM, against annual 
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average canal supplies of 4849 MCM (3.93 MAF) diverted to the LBDC at its head [9]. Thus, canal 
and ground water use in the LBDC irrigation system are at par with each other. In addition, there is 
no waterlogging in the command, which means that whatever is recharged to the aquifer from the 
irrigation and rainfall is again pumped for meeting deficit supplies from the irrigation system. 

In Punjab, the number of tube wells was 944,649 in 2009–2010 [13], and is now over 1,000,000. 
This growth in the number of tube wells has made higher crop intensity and precision farming 
possible. In comparison, the estimated number of tube wells in Sindh was 95,921 in 2010–2011 [14]. 
This includes a small number of public fresh water drainage tube wells. Out of 4100 of such  
so-called “SCARP (Salinity Control and Reclamation Project)” tube wells installed since the  
mid-1960s, less than 10% are operational—often under de facto joint farmer management. Tube 
well densities in different canal commands are in the order of two to three private tube wells per 
100 ha [15,16]. However, in the command areas of the canals that start from Guddu Barrage 
(Begari, Ghotki and Desert), wells are virtually non-existent, with the exception of the tail reaches 
and the higher lands, even though the shallow groundwater in many areas is fresh. 

A look into how things could be if surface water supplies were not overabundant can be seen in 
the groundwater exploitation in the Kunner—2 Minor (near Hyderabad), where tube well density is 
6.6 per 100 hectares—related to relatively better groundwater qualities and the proximity to a major 
market. Another example is the higher lands in Pano Aqil in the Ghotki command areas, where 
canal supplies are inadequate and tube well densities exceed 15 per 100 ha. In general, even in 
some fresh groundwater zones, tube well densities are low and there is also evidence of fresh 
SCARP tube well water being routed directly to disposal canals and not being used in agriculture. 
Low tube well densities are also seen in saline zones; hardly any tube wells are present there. 
However, in comparable saline groundwater areas in Punjab, the number of tube wells is 
considerably higher. The basic reason is that the water allowance in Punjab varies from 2.73 to  
4.2 cusec/1000 acres, whereas in Sindh the water allowance ranges from 8 to 17 cusecs/1000 acres. 
Thus, farmers are forced to supplement their deficit canal supplies with groundwater pumping. 

The most recent assessment of overall groundwater abstraction in Sindh was 4.3 BCM [8]. 
Another study from the same period by the IWMI (International Water Management Institute) 
estimated the discharge through tube wells to be even lower, i.e., at 2.15 BCM (about 2 MAF) [17]. 
In other words, groundwater use stands at about 4%–8% of surface water use in Sindh, whereas in 
the canal areas of Punjab, the use of surface and groundwater at farm level are approximately  
50:50 [10]. These figures may need to be updated, but in general, groundwater is an underutilized 
resource in the canal-irrigated areas of Sindh. A large part of the groundwater use in Sindh is in the 
riverine areas where there are no irrigation canals and the soils are relatively sandy. In contrast, 
there is relatively limited use of groundwater in the canal command areas due to the high surface 
water allocations. 

In addition, because of widespread waterlogging, water productivity in Sindh is also 
considerably less than Punjab. For the different canal commands in Sindh, it ranges between 0.32 and 
1.15 kg per m3 for wheat, whereas in Punjab, the median is 1.08 kg per m3. In the Indian Punjab, it 
is 1.42 kg per m3, being again 35% higher than in Pakistani Punjab [18]. Variations in water 
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productivity in different command areas under the Sindh Irrigation System as well as overall 
productivity are shown in Table 1. 

Table 1. Overall water productivity (WP) in various canal commands in Sindh [18]. 

AWB/Command Area Eta (mm) BIO (kg/ha) WP (kg/m3) 
Khairpur West 1281 14,820 1.15 

Rice 1225 12,380 1 
Rohri 1203 12,153 0.98 

Ghotki 1083 10,622 0.96 
Khairpur East 1105 10,530 0.9 

Pat Feeder 1004 8437 0.8 
Begari 1148 8359 0.71 
Desert 1152 8303 0.7 
Dadu 1042 7657 0.69 

Northwest 1130 7961 0.68 
Nara 1098 7009 0.61 

Gaja Branch (Old Fuleli) 1371 7760 0.55 
Fuleli 1287 5791 0.44 

Lined (TandoBago) 1304 5437 0.41 
Pinyari 1277 5178 0.39 
Kalri 1228 4192 0.32 

3. Data Sources and Methods 

Managing surface irrigation in an extensive system such as that in Sindh, with extremely long 
canals, a flat gradient, pre-dominant saline groundwater and widespread alkaline and saline soils is 
a huge and daunting challenge, to say the least, and in the management of the canal system in Sindh 
some things have not gone well. This is because water management on a scientific basis has never 
been evaluated for the Lower Indus area. Here, we analyzed the situation with an extensive and 
comprehensive literature review and data analysis regarding different water management 
challenges, i.e., groundwater quality, drainage facilities and their requirements, irrigation water 
supplies, the resulting waterlogging and surface salinity conditions, and their impact on crop yields 
on temporal and spatial scales. Based on this comprehensive insight of the issues being faced in the 
area, we recommend a set of integrated approaches that can offer a comprehensive and long-term 
solution for conjunctive water management and also result in consequent increased crop output 
from the area. 

4. Water Management Challenges Being Faced in Lower Indus 

The amount of annually renewable groundwater available in Sindh is estimated to be 22 to 27 
BCM (18 to 22 MAF); yet only a fraction of this is used—with the groundwater discharge now 
leading to waterlogging and soil salinity. There is a need to make better use of groundwater in 
Sindh. One of the reasons for this concerns the challenge of climate change: with more extreme 
hydrological situations, the buffering role of groundwater becomes important. Another reason is the 
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expected reduced availability of surface water due to sedimentation of the current large storage 
reservoirs. Over the years, three main water reservoirs in Pakistan have been constructed, Tarbela, 
Mangla and Chashma, with a total live storage of 20 BCM (16.29 MAF). However, as a result of 
sedimentation, the effective gross capacity of these reservoirs has been reduced by 5.4 BCM  
(4.37 MAF) (28%) as of 2012 [19]. Moreover, it is expected that the process of sedimentation will 
continue and gross surface storage loss would reach 7.18 BCM (5.82 MAF) (37%) by 2025 [20]. 
This calls for better management of groundwater reservoirs. 

At present, the groundwater buffer is not well managed, with waterlogging being the main 
manifestation. This suppresses farm yields and keeps cropping intensity relatively low. In Sindh, 
these cropping intensities have increased significantly over the original intensities. They are, 
however, considerably lower than they are in Punjab, varying from 116.7% in Sindh Cotton Wheat 
zone (SCWS) to 234.0% in Punjab Sugarcane Wheat zone (PSW) [21]. The impacts are not only 
limited to agriculture but also extend beyond. Thus, the area is facing multifaceted water 
management challenges that are interlinked and acting in combination to produce various ill effects 
regarding water management and the ensuing crop and soil environment. These water management 
challenges are discussed in detail as follows. 

4.1. Groundwater Salinity 

Groundwater salinity in Sindh is widespread. In 1959, a program of investigations was started 
by Water and Power Development Authority (WAPDA) by the name of Lower Indus Project (LIP). 
Bore holes, varying from 30 to 90 m deep, were drilled in the Guddu, Sukkur and Kotri Barrage 
commands, to determine aquifer characteristics and the quality of groundwater in horizontal and 
vertical scales [22]. The general pattern of groundwater distribution in the Lower Indus Plains is one 
of good quality water immediately adjacent to the river, with increasing salinity as we move away 
from the river (Figure 2). A lesser quantity of good quality water is available on the right bank of 
the river than on the left [23]. This is due to the proximity of limestone hills on the right bank as 
well as the poor aquifers associated with piedmont plains. Another feature of importance is the 
complete absence of usable groundwater in the deltaic area south of Hyderabad, with the exception 
of some shallow pockets in the recently abandoned riverbeds of the Gaja Command. 

Throughout the region, the salinity of groundwater increases with depth and no case has been 
recorded in Sindh where saline water overlies fresh water. Based on the assessments of LIP, it is 
estimated that 71% of Sindh's irrigated area has groundwater that is too saline (>1500 ppm) for 
irrigation [24]. However, the picture improves if one looks at shallower depths (<15 m), where 
salinity is less widespread. According to Ahmad [23], there are many sites where shallow useable 
groundwater exists. The total fresh groundwater zones at shallow depth (15 m) are tentatively 
estimated as spreading over 46% of the area [3]. However, further detailed groundwater investigations 
are needed for precise assessment of different groundwater qualities at shallow depths. 
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Figure 2. Vertical and horizontal extent of groundwater salinity in Lower Indus 
(Developed from [23]). 

4.2. High Irrigation Supplies and Waterlogging 

The most prominent element explaining the limited use of groundwater in Lower Indus is  
the high surface irrigation allowances in several of the canal commands in Sindh (8 to 17 cusecs per 
1000 acres). The situation of high allowance is more amplified because in several canal commands, 
water is diverted in excess of the allowances. The picture is further distorted within the canal 
commands by unregulated direct outlets, tampered off-takes or in some areas, extensive canal 
seepage, creating local overabundance of water. 

These high surface water deliveries have given rise to widespread waterlogging. In October 
2011, for instance, 36% of the command area had a depth to water table of less than 1.0 m, and 
another 33.6%, a water table within the range of 1.0 to 1.5 m. Thus, in about 70% of the command 
area in the province, the root zone is waterlogged (Figure 3). This means only about 30.4% area 
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was not waterlogged during October 2011 [3]. The extent of waterlogging conditions usually only 
drops off just before monsoon, due to less canal supplies during the Rabi season. In acreage, the 
affected area is colossal: 2.19 M ha in post monsoon 2011, with major impacts on the sowing of 
Rabi crops, especially wheat (Figure 4). 

 

Figure 3. Vast agricultural lands lying barren with ponded water in Rice Canal 
Command (13 December 2013).  

(a) (b) 

Figure 4. Patchy wheat crop germination due to waterlogging and salinity in Mirpur Khas 
(a); and Dadu (b) districts (pictures taken on 11–12 December 2013). 

There is a wide variety of irrigation allocations in the canal systems in Sindh. These are  
not necessarily based on any water management logic, but on a series of historic decisions.  
Basharat et al. [3] analyzed canal water supplies per cultivable canal area for the different canal 
systems in Sindh and Balochistan. The depth of water (mm) over the CCA differs widely (Figure 5). 
The Rice and Kalri command areas are entitled to the highest allowances. Annual average supplies 
to the Rice command is 1723 mm, almost close to the annual reference crop evapotranspiration in 
the area, and with an additional annual rainfall of about 200 mm. 
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Figure 5. Comparison of canal water supplies amongst the irrigation systems in Lower Indus [3]. 

An example of an area with larger surface water availability and a limited use of its fresh 
groundwater is the Jalbani Distributary, which takes-off from North West Canal and has a 
command area of 8642 acres [1]. The irrigation duty for the Distributary is high—12.15 cfs/1000 
acre (84 L/s/100 ha). The actual water delivery per acre is even higher, as not more than 50% of the 
command areas are used in any season, due to the rest being waterlogged. Even during the drought 
period of 1999 to 2002, surface water supplies—despite being reduced by 5% to 10%—remained 
abundant. There was more (though still limited) interest among farmers to compensate for the 
lower supplies by developing shallow wells. The drought helped to lower water tables, as observed 
from SMO (SCARP Monitoring Organization). In the observation wells, water table had deepened 
from 1 to 1.5 m deep in the normal years to 1.5 to 2 m in drought period (1999–2002). In several 
areas, this was beneficial for wheat cultivation in the Rabi season. 

The overgenerous surface irrigation supplies, especially in some canal commands, reduce the 
need for additional groundwater irrigation [25]. Several studies have also argued that in many areas 
of Northern Sindh, a layer of fresh water is present over the more saline water that could be 
exploited more extensively by skimming wells. Some small tube wells and dug wells already use 
these lenses along canals and distributaries in several parts of Sindh, where water is relatively short 
in supply (canal tail ends in the area with low surface irrigation supplies). In many areas, however, 
surface water supplies in the canals fed from Guddu Barrage are so high that there is little incentive 
to pump. In the post-monsoon period the entire area is waterlogged, as shown in Figure 6 [1]. 
Moreover, within the canal commands, there is no difference in water allowance for fresh and 
saline areas, which can encourage groundwater pumping. 
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Figure 6. Depth to water table map of Lower Indus, post monsoon 2011 [3]. 

Thus, the main cause for this extensive waterlogging and low cropping intensities is the high and 
generally outdated surface irrigation allocations. Waterlogging appears to be particularly persistent 
in the areas served by non-perennial canals. These canals receive copious supplies in the Kharif 
season, causing the water table to rise significantly, but to fall again in the winter season, when the 
canals are not flowing. Rice Canal in District Larkana Area is one of the main examples of this 
phenomenon, where the water table fluctuates between one and three meters during Kharif 
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(summer) and Rabi (winter) seasons. This annual cycle of rise and fall of water table has brought 
the salts to the upper soil strata [26]. By regulating the flow after the commissioning of the Tarbela 
and Mangla Dams, made 24% more water available for irrigation and some canals are now 
converted officially or unofficially to perennial canals. Canal duties were, however, not officially 
recalibrated after this additional water became available. The problems in the perennial channels in 
Sindh are different from those in the non-perennial channels. In the former, the water duties are 
generally lower (though still higher than elsewhere in the subcontinent). Here, salinity is 
concentrated in areas with deficient surface water supplies, as there is not enough water for 
leaching accumulated salts. This often concerns the tail reaches of the channels. 

4.3. Surface Salinity 

Closely linked to high water tables and widespread waterlogging, the Lower Indus also has 
extensive surface salinity. Such surface salinity is caused by capillary rise in areas with high water 
tables [27], particularly common in areas with reduced dry season supplies or low irrigation 
supplies in general, or in lands surrounded by heavily waterlogged lands. Farmers respond by 
planting kalar grass or Sesbania, deep plowing, and adding press mud or organic manure. Figure 7 
gives an overview based on the latest available surface salinity survey (2002–2003) by IWASRI 
(International Waterlogging and Salinity Research Institute). 

A comparison of the 2002–2003 survey for Sindh and Balochistan with the earlier main survey 
of 1976–1979 shows that soil salinity in the Lower Indus had increased from 46% to 51% (Table 2). 
In the same period, the trend in the Upper Indus was opposite and surface salinity reduced from 
14% to 7%. This was caused by the lowered ground water table in Punjab that was the result of 
intense use of shallow groundwater for irrigation purposes. 

Table 2. Trends in Surface Salinity in Lower Indus Irrigation Systems (Sindh and Balochistan). 

Soil Class ECe (dS/m) at 25 °C Salt (%) 1976–1979 (%) 2001–2003 (%) 
Non Saline Less than 4 Less than 0.2 54 49 

Slightly Saline 4–8 0.2–0.5 19 
46 

20 
51 Moderately Saline 8–15 0.5–1.0 10 10 

Strongly Saline More than 15 More than 1.0 17 21 

4.4. L\ack of Field Drainage 

In addition to higher canal supplies, there are other reasons for waterlogging too, e.g., almost 
50% of the cultivable command area does not have drainage facilities. Although 18 different 
drainage projects consisting of surface and sub-surface drainage, covering an area of 2.3 Mha, were 
completed from 1963 to 1990s, afterwards no major attention was paid to their operation and 
maintenance (Table 3). The present surface drainage density is usually not more than 3–7 m/ha. 
This leaves much of the land without a drainage system. Thus, root zone drainage is almost entirely 
ignored. The waterlogging is further aggravated because over the years main natural drains have 
been blocked by the private encroachment and construction of roads and other infrastructure. 
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Figure 7. Soil surface salinity in Lower Indus [3]. 

Table 3. Drainage facilities in Pakistan—up to June 2001 [28]. 

Province 

Gross 

Area 

(Ma) 

CCA 

(Ma) 

Surface 

Drains (km) 

Subsurface Drainage 

Tube wells (Numbers) 
Interceptor 

Drains (km) 

Tile Drainage 

FGW 

* 

SGW 

** 

ScW 

*** 

Length 

(km) 

Area (Ma) 

GCA CCA 

Punjab 10.357 9.220 3402 8065 1985 – 6 2810 0.235 0.164 

Sindh 6.732 5.710 9031 4190 1587 361 154 2046 0.105 0.089 

KPK 0.884 0.884 971 491 – – – 7756 0.658 0.137 

Balochistan 0.177 0.161 322 – – – – – – – 

Total 18.150 15.793 13726 12746 3572 361 160 12612 0.998 0.390 

Notes: * Fresh groundwater; ** Saline groundwater; ***Scavenger well.4.6. Other Consequences of Poor Water Management. 
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A massive investment in drainage facilities was made under the Left Bank Outfall Drain starting 
from the 1990s. The investment concerned a surface drainage network and vertical drainage systems. 
The non-functionality, however, is very high: more than 70% of drainage pumping stations do not 
work properly, according to assessments done for the recent Left Bank Drainage Master Plan. 

4.5. Flooding Hazards 

Flooding has always been an issue in the Indus Basin. The Lower Indus part of the basin 
sustained enormous physical and financial losses during the super flood of 2010. The disaster was 
then repeated in 2011. The floods in 2011 were only due to abnormal rainfall in the Lower Indus 
plains. It was estimated that 14.7 billion rupees would be required for restoration of the damages 
caused by the floods in Sindh [2]. Apart from these major floods, there have been at least three 
distinct minor flood events in the last decade. 

Due to waterlogging conditions in the area, a major part of such floodwater immediately 
becomes excess and the area is increasingly less equipped to accommodate inevitable unusual 
rainfall events. The massive Left Bank Outfall Drainage System for instance was designed to 
remove the saline effluent, not to drain the storm water, and apart from that, suffers from high  
non-functionality. The problems are worsened by the encroachment and blockage of natural drains 
and waterways. When the floods develop, the situation is further worsened by breaches in the 
drains and deliberate cuts in canals, drains and roads. The floods are made worse by the high 
groundwater tables—meaning that the excess water has nowhere to go but to transform into runoff. 
If water tables were lower, there would have been the capacity to absorb part of the excess rainfall. 
Therefore, the frequent floods in Sindh are an additional imperative for rethinking the prevailing 
water management. 

Waterlogging also creates public health problems, due to the difficulty of developing rural 
sanitation facilities in waterlogged areas and the large prevalence of human and animal diseases 
related to standing water. These are areas with very high saline groundwater at present, foreclosing 
the use of groundwater for drinking purposes. In this respect, the lower Left Bank areas of the 
Indus (Badin and Thatta) are the premier problem spot and a “water management disaster” area 
even by international standards. The high saline groundwater here is very much in the root zone 
and waterlogging and salinity continue to persist. This is caused by the high erratic irrigation 
supplies (often during the Kharif season when there is less demand elsewhere) and the flat 
topography of this area, along with the worsened natural drainage due to tidal effect having moved 
upstream after the scouring out of the Tidal Link. The impact does not only concern agricultural 
productivity but also basic drinking water supplies. With groundwater levels being as high as they 
are—no fresh/brackish water lens can form in the area that would at least provide some relief. The 
main source of drinking water is the highly polluted water in the three main irrigation canals running 
in the area. The situation in Badin and Thatta was further worsened by the 2010 floods—consolidating 
and further spreading the high water tables. 

Furthermore, outside the Indus Plains, there is scope to improve groundwater management. The 
Thar Desert is one of the most densely populated deserts in the world. As one moves towards the 
south of the desert, annual rainfall increases considerably, reaching 350 mm/year. The rainfall 
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pattern, however, is highly variable and characterized by spells of dry years, causing outmigration 
as even drinking water sources fail. The groundwater in Thar Desert is mainly saline—with salinity 
of water in terms of electrical conductivity in 86% of the area—ranging between 2000 and 10,000 

S/cm. Generally, this is unfit for consumption, but under duress water quality up to 5000 S/cm 
can be considered. It may be argued that there is scope to develop groundwater resources in the 
Thar in a more systematic manner, particularly in the dune zone, where coal bearing sedimentary 
units and basement formation have remarkable potential. Moreover, recharge of the aquifers is 
immediate and the quality of deep groundwater can improve after a long period of pumping. 

5. The Lessons Learned 

The situation in Lower Indus could have been very different with proper water management, as 
the lessons from the 1999–2002 drought show (as well as the drought year of 1988). In 1999–2002, 
the El Nino effect caused rainfall to reduce by more than 50% and releases from Tarbela to drop by 
9% and from Mangla by 37%. This translated in lower canal deliveries in the country. Overall, 
there was 12%–25% less canal supply compared to preceding years [1]. Interestingly, in this 
period, crop production did not suffer. If anything, across the board it even increased. Area under 
crops such as wheat, rice, cotton and sugarcane increased by 0.8%, 6%, 4% and 6%, respectively, 
during the drought period (1999–2002) compared to before the drought period (1989–1998). 
Wheat, rice, cotton and sugarcane crop yields increased by 18%, 15%, 9% and 4%, respectively, 
during the drought (1999–2002) compared to before the drought (1989–1998), particularly in areas 
with uniform high groundwater tables, such as Badin and Thatta. The increase in production was 
not uniform in areas with limited surface supplies (higher land and tail reaches) and no possible 
access to fresh groundwater yields had a set back. In this period there was also a spectacular 
increase in yields in areas where the massive Left Bank Outfall Drain drainage system was 
completed and became operational—such as in Mirpurkhas and Sanghar District. The yield 
increases, however, also extended to areas that were not served by the new drainage network. 

The waterlogged area in fact fluctuates enormously from year to year (Figure 8). This is because 
of the reduction in the percentage of the waterlogged areas in the drought years due to the reduced 
inflows, the increased groundwater use and the more economical use of canal water by the farmers. 
Particularly, in low-lying areas with heavy soils, waterlogging and salinity disappeared (for 
instance in Badin and Mirpurkhas). The summary of Figure 9 follows. 

• Waterlogged area increased from 62.14% in 1990 to 68.73% in 1992, responding to canal 
diversions of 55.12 BCM in 1990 to 64.08 in 1992. 

• Waterlogged areas dropped to 61.12% in 1993, as the surface water supplies reduced to  
55.2 BCM. 

• Due to drastic reduction in available supplies in 2001 and 2002, the waterlogged area 
reduced to 45.48 and 34.98%, respectively; however, a part of this could also be attributed 
to the commissioning of the new drainage facilities under LBOD project. 
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• Again in 2011, canal supplies and waterlogged areas increased; part of this waterlogging 
could also be attributed to excess rainfall and deterioration in performance of the drainage 
system, as pointed out by Basharat et al. [3]. 

• Hence, there is a very strong case for reevaluating the surface water allocation in Sindh in 
normal years, because, at present, normal years bring huge increases in waterlogging and 
reduced crop production. Monitoring under the SCARP Transition Project showed no 
indication of groundwater-induced secondary salinization in Moro and Sakrand, but instead 
suggests that in recent years soil salinity has improved, due to increased private tubewell 
development and the leaching this made possible [29]. This suggests that it is worthwhile to 
look into the option of draining saline water to create more storage for fresh water recharge. 

• In addition, there is an evident benefit to be gained from drainage facilities, provided they 
can be kept operational. 

The same finding is repeated in a more detailed analysis of a number of canal commands and 
distributaries in Sindh. Figures 9 and 10 show the reduction of pre-monsoon waterlogging for 
North West Canal and Rohri Canal. 

 

Figure 8. Waterlogging and canal supplies in Sindh (1980–2012). 

A water management system with high waterlogging entails enormous water losses. For Sindh, 
74%–80% of the available groundwater recharge is lost in the form of non-beneficial evaporation. 
These water losses, resulting from canal seepage and irrigation returns, could have been 
productively used as potential recharge. It occurs over both the fresh groundwater zones and saline 
groundwater zones of the province, in the ratio of 25:75 by area. Groundwater balance for the 
province, in broad terms and considering average rainfall and canal flows, is given in Table 4 [8]. 
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Figure 9. Pre-Monsoon Areas under Different Watertable Depths in North West Canal 
Command [1]. 

 

Figure 10. Pre-Monsoon Area under Different Water table Depths in Rohri Canal Command [1]. 

The above figures indicate the order of magnitude. The budget shows colossal amounts of  
non-beneficial evapotranspiration of around 17 BCM, which can be saved partly by lowering water 
tables or reducing seepage from canals system and even canal supplies in certain areas and also by 
using groundwater of fresh-to-marginal quality through adjustment of the cropping pattern and 
introduction of fish ponds. 
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Table 4. Groundwater balance for Sindh. 

Recharge/Discharge Components in BCM Normal Year 
Recharge Components  
Recharge from Rainfall  2.42 

Recharge from Canal System @ 15% of 56 BCM 8.34 
Return flow from Irrigation system @ 22.5% of net flow 10.58 

Return flow from GW Abstraction @ 22.5% 0.97 
Recharge from Rivers 0.37 

Total 22.68 
Discharge Components  

Groundwater Abstraction (Public + Private) 4.30 
Non-beneficial ET losses 16.96 

Base flow to rivers 1.42 
Total 22.68 

6. Enabling Environment for Conjunctive Water Management 

There is an urgent need for action to improve water productivity in Sindh in order to keep up 
with the increasing population and the need to better capture the opportunities in agricultural 
markets. Better conjunctive water management of surface water and groundwater will also improve 
drinking water availability, public health and the ability to store run-off from high rainfall events 
and hence prevent flooding. 

Given the specific characteristics of Sindh, in particular the salinity of the groundwater (more so 
at greater depth), the flat gradient and the high surface water allocation, introducing conjunctive 
management would require six main interventions: 

• Rationalize irrigation duties; 
• Increase and intensify the irrigated areas; 
• Improve field water use efficiency; 
• Selective drainage investments; 
• Make use of storm water; 
• Adapt to saline conditions in some areas. 

6.1. Rationalize Irrigation Duties 

The first step is to properly manage the shallow groundwater resource and put an end to the 
widespread waterlogging by learning from the positive impacts of drought years (1999–2002). This 
should be done primarily by adjusting current canal supplies and irrigation duties and preparing  
area-specific conjunctive water management plans. At present, the irrigation duties amongst canal 
command are highly variable and defy prevailing water management logic. Some canals have 
extremely high duties (Figure 5). The supplies to different areas become even further unbalanced, 
as significantly more water is diverted to certain areas than the designed discharges. An example is 
Ghotki Feeder, which already has high duties of 6.6 cusec per 1000 acres but on top of this receives 
as much as 30%–40% more supplies. 
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The result of these high duties is waterlogging and large volumes of non-beneficial evaporation, 
which reduces productivity, worsens public health and stands for the overall loss of water. In such 
high supply areas, canal tail end or higher lands at times have higher crop yields than the 
waterlogged head reaches. The irrigation duties should be set so as to develop an optimum balance 
between surface water supplies and groundwater availability, and usage and guidelines may be 
developed in support of this. This requires that: 

(a) Surface water seepage is equivalent to groundwater use in combination with beneficial 
evaporation. 

(b) Surface water supplies are set at an optimum scarcity so that they encourage groundwater 
pumping as a complementary source. 

(c) Where groundwater is of marginal quality, the mixing of supplied surface water and 
pumped groundwater results in useable water quality. 

In a number of areas, the supply of surface water may need to be curtailed, not only to 
encourage supplementary groundwater irrigation but to reduce the area that is waterlogged and 
cannot be used productively. The reduction of surface water supplies should go hand in hand with 
the introduction of water saving farming techniques (such as greenhouses, use of mulches, soil 
amendments (e.g., press mud), micro-irrigation and the introduction of other less water demanding 
crops). In other areas, surface supplies may be increased to have more recharge through canal 
seepage. This is particularly true for low-lying water-short areas in tail sections with fresh 
groundwater. Shifting excess water to such areas may achieve a higher level of balance in these 
areas, where the additional ground and surface water serve to support higher intensities—as in the 
lower section of Rohri Canal. In Rohri Canal, high water tables occur in patches due to seepage 
from the canal, the large number of direct outlets in places or blocked natural drainage, but in other 
areas water availability is low. Particularly in fresh groundwater areas, a reallocation of water from 
areas that are oversupplied would increase productivity by canal supplies and pumped groundwater. 

To grow rice and sugarcane in the very flat lands of Sindh without adequate drainage results in 
waterlogging, with ill-effects on water productivity and public health. In areas with highly saline 
groundwater, the lowering of the water table will create space so that fresh water lenses can form 
on top of the saline water tables, fed by seepage and rainfall. This will at least make it possible to 
improve the availability of drinking water in such areas. This is what happened in the Drainage IV 
area where the drainage project made it possible for such fresh/brackish water lenses to develop 
and this was a major boost for local drinking water supply. If the fresh water lenses are thick 
enough, they can also be accessed for agriculture by dug wells or properly spaced skimming wells. 

IWMI and Global Water Partnership [30] have very rightly concluded that by considering 
groundwater availability and quality when allocating surface water, water managers could improve 
the equity, sustainability and productivity of irrigated systems. In areas with fresh or marginal 
groundwater, the canal supplies should be adjusted in such a way that a balance is achieved 
between using surface water and groundwater. Surface water supplies from canals need to ensure 
the right mixes of water qualities and to have water left for recharge. Canal supplies should be 
lowered so as to encourage groundwater pumping, especially in areas with fresh groundwater. The 
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use of groundwater also makes it possible to have more precise agriculture and leads to much 
higher water productivity by providing a psychological cushion for the farmers for water use as and 
when required. 

The management of the surface water in conjunction with groundwater requires political 
courage and leadership to take this on, as well as water balance models for the different canal 
commands to study its sustainability. A broad agenda for the six main commands in Lower Indus is 
given in Table 5. 

Table 5. Agenda for the six main commands in Sindh. 

Area Water Management Priorities Investment Priorities Agricultural Priorities 

Guddu Right 

Command 
Rationalize irrigation duties Restore surface drainage Introduce more efficient rice irrigation 

Guddu Left 

Command 
Rationalize irrigation duties Restore surface drainage 

Use fresh water zones for high value 

crops 

Sukkur Right 

Command 

Rationalize irrigation duties for 

improved filed irrigation 
Restore surface drainage Introduce more efficient rice irrigation 

Sukkur Left 

Command 

Relocate/ increase supplies 

especially to fresh groundwater 

areas 

Selective rehabilitation of saline 

drainage wells, escapes structures, 

lining of drainage section that are in fill

 – 

Kotri Right 

Command 
– Restore surface drainage 

Reconsider cropping pattern to low delta 

crops 

Kotri Left 

Command 
Rationalize irrigation duties 

Flap gates at tail of drains to prevent 

sea water intrusion and selected 

drainage investments 

Reconsider cropping pattern to low delta 

crops. Introduce biosaline agriculture and 

aquaculture Introduce more efficient rice 

irrigation 

6.2. Increase and Intensify the Irrigated Areas 

This leads to the second agenda item: the better buffer management in the canal command areas 
by revisiting the irrigation duties will save enough water within the provincial quota to consider 
developing/expanding the command areas and even developing new canals in Sindh (4.3 Mha of 
Thar has no access to surface water). There are areas where expansion is possible on either  
bank—preferably the areas chosen must have relatively fresh or marginal quality groundwater and 
relatively sandy soils, so that highly conjunctive systems can be developed right from the start. 
Going by the experience of the drought period, it may be possible to develop an additional area of 
500,000 ha. At present, some of these expansions are already happening in an uncontrolled manner, 
with water in drains being fresh due to the large excess flows, which leads to its pumping by 
farmers. In reassessing the irrigation duties, the current reuse from drain may need to be considered 
and regularized. 
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Moreover, better use of shallow groundwater will also make it possible to intensify and extend 
the cropped areas through more groundwater irrigation by: 

• The promotion of shallow irrigation wells in general. 
• Promoting and regulating the collection and reuse of drainage water and creating special 

buffers in some areas that have heavy soils. 
• Particularly in the part of the province where fresh water overlays saline water, there is a 

need to carefully promote multi-strainer skimming wells that exploit water at a very shallow 
depth. In several such areas, groundwater is exploited by conventional tube wells and local 
up-coning of saline water is a tangible risk. There is a need for better guidance on the 
sustainable use of groundwater and the benefits of skimming wells. Combined with a 
rationalization of surface irrigation supplies, this can create a safe and productive way of 
exploiting thin fresh water buffers in the areas with shallow fresh groundwater and deeper 
saline groundwater. Presently, the occurrence of skimming wells is sparse. In some areas, 
they are common and even jointly owned, but in other areas they are relatively unknown. 
Their popularity in some areas is related to the fact that simpler drilling technology could be 
used for low depth low diameter multiple strainers, i.e., the same technology that is used for 
hand pumps. 

Some crops with high water demands, such as sugarcane, are grown in areas such as the sandy 
riverine tract, primarily by using groundwater. Therefore, the financial feasibility of this type of 
agriculture is proven. However, costs of pumping may further be reduced by the application of 
water saving measures (see the next section), the introduction of fuel saving measures on the pump 
sets and the application of solar or wind energy. 

6.3. Improve Field Water Use Efficiency 

In close relation to that discussed in the previous section, it is important to look at field water 
management practices too. An improvement in the agriculture system is needed, particularly in the  
rice–wheat system in Sindh. Methodologies such as precise land leveling and mechanized 
operation have shown a boost in agriculture production and water saving of up to 50%. Direct 
seeding, the introduction of the System of Rice Intensification or other methods of alternate drying 
and wetting and growing rice in areas with saline groundwater, have the potential of saving water 
and increasing yields at the same time. In general, the rice–wheat system has much room for 
improvement [27]: a large effort in ensuring equitable and reliable supplies (so as to avoid 
excessive water being monopolized in certain areas at the cost of reliable supplies elsewhere); 
restoration of the main irrigation systems and learning from the programs currently being 
implemented; the introduction of alternate drying and wetting, at least after panicle initiation; better 
irrigation scheduling; direct seeding; and the development of better field bunds so as to retain and 
control water better at standing depth. 

There are several other examples of farmers applying water saving techniques and achieving 
high yield as well as avoiding the waterlogging that is all-pervasive in the land around them. Some 
examples are the systematic use of mulch (from banana or mango leaves) that reduces evaporation 
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and increases the organic matter in the soil, the application of press mud from sugar mills and the 
use of low cost greenhouses. 

Furthermore, the wasteful “pancho” system, whereby standing water in rice fields is drained 
before applying fresh water, and rice, more or less, grows in flowing water (as is practiced in the 
rice growing areas), would need to be discontinued. This will require investment in constructing 
additional field channels, so that each field can be served separately, as well as investment in drainage 
for low-lying areas. 

6.4. Selective Drainage Investment 

The fourth point is the need for a well-targeted initiative for a selective drainage investment 
program. The high non-functionality of all drainage systems (70%–90%), including the recently 
constructed Left Bank Outfall Drain (LBOD), gives a clear message to be very judicious in 
drainage investment. Moreover, the experience from LBOD also showed that due to the 
uncertainties in establishing the drainage coefficient in some areas, “too much” drainage facilities 
were foreseen and even before all facilities were operational, the system was in balance again. It is 
important to make a clear distinction between drainage for storm water removal (only surface 
drains) and root zone drainage (tube wells, tile drainage and surface drains). 

There are a number of guiding principles for storm water drainage: 

• Priority should be given to unblocking surface drains closed by roads and railway tracks and 
making adequate cross drainage on new and old infrastructure compulsory. 

• In some cases, local dugouts may serve to lower groundwater tables, and also as local 
freshwater storage—such as borrow pits from construction. 

• Care should be taken not to “over drain” and make sure that water tables are lowered but not 
too much, so that the beneficial effects on soil moisture from water tables are safeguarded. 

Additionally, in root zone drainage: 

• The main aim is to create enough storage space in the upper soil layers to ensure adequate 
soil aeration for crop growth and ideally, in saline areas, to allow the development of fresh 
water lenses that can be used for local drinking water systems. In addition, this root zone 
aeration would help to avoid rainfall flooding, as was observed in 2011 on left bank areas. 

• There is no reason at all to develop or maintain public drainage facilities in fresh 
groundwater zones, as normally most of the drainage requirement would be taken care of by 
private pumping in such areas. Such private pumping may be further stimulated by 
curtailing and rationalization of surface supplies, as described above. 

• Ideally, where root zone drainage is provided, there should be the possibility of flexibility in 
water levels and non-uniformity: some crops (rice) can tolerate high water tables, while for 
other crops, sub-irrigation is beneficial. It is better to have a controlled drainage system that 
accommodates the different requirements. 

• There should be constructive cooperation between farmers and government. By now, there  
are several examples of farmers maintaining and even investing in drainage facilities. Joint 
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agreement and support in the provision of sophisticated Operation and Maintenance (O&M) 
is permanently needed. 

• Finally, biological drainage—in particular, the promotion of eucalyptus tree stands—needs 
to be more systematically promoted. At present, farmers often do not replant their 
eucalyptus trees because of the effect of the trees and leaves on the soil fertility. This 
requires the introduction of other eucalyptus varieties and the promotion of local 
concentrated eucalyptus forests rather than isolated stands. 

The current generation of water professionals has the large responsibility to do better. In general, 
the response to waterlogging and salinity in Sindh has not been to prevent the problems and use the 
excessive water supplies into a potential level of production as argued above, but to respond to the 
problems by investment in watercourse lining or drainage investments. Investment in drainage, 
however, is the measure of last resort targeted at the areas that most need it. Where possible, the 
problem should be prevented by better managing surface supplies, which is the cheapest solution. 
In addition, there is an urgent need to restore natural drainage paths that are now often blocked by 
road and railway development or urban expansion. 

6.5. Make Use of Storm Water 

A fifth related agenda item in an overhauled water system is to turn the menace of floods into an 
opportunity and overhaul the storm water drainage system in order to create overflow areas in the 
dry regions. These areas should be chosen in such a way that the floods that are spread and 
infiltrated can be used to build up soil fertility and recharge shallow groundwater. This will further 
increase the agricultural potential of Sindh. In addition, a lowered groundwater table will help to 
better absorb flood events when they arrive. Some use of excess water is already made by some of 
the farmers in the tail areas by constructing small multifunctional storage ponds, which are also 
used by herdsmen and their livestock. 

6.6. Adapt to Saline Conditions in Some Areas 

Finally, a larger effort should be made to adapt to the saline conditions that are natural in Sindh, 
both the extensive occurrence of saline groundwater (in 70% of the land) as well as the soil salinity 
(affecting 20% of the land). There are several strategies that can help to adapt to salinity. An 
important one is the introduction of bio-saline agriculture and brackish pond fisheries. Bio-saline 
agriculture can make use of salt-tolerant halophytes and special varieties [31], such as sesbania, 
that can yield high biomass fodder at 7.5 t/ha. 

In addition, recent research indicates that even existing varieties of common crops (wheat, 
sorghum, sugar-beet, potatoes, etc.) can, after selection, adapt surprisingly well to the use of 
brackish water, particularly on free draining soils. In fact, a number of farmers are using locally 
selected wheat varieties. Other promising adaptation measures concern crop agronomy—from 
planting on ridges to using special salt-tolerant microbial agents. 

To start this process, it is important to have an up to date understanding of groundwater quality 
at shallow and deeper depth, soil conditions, shallow stratigraphy and water levels. All these 
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factors will contribute to the optimum conjunctive water use model for the concerned part of the 
command areas. The monitoring of water tables and groundwater quality needs to be fully resumed 
and extended to non-SCARP areas. The changes in water management require considerable 
discussion with farmers and rural leaders, but as this is more or less a win-win situation, it seems to 
be possible. There is also a need for action and study in a number of areas such as: 

• assessment of optimum water duties for different command areas and sections thereof, with 
the highest value cropping patterns; 

• developing local water buffering and water storage strategies;  
• promotion and improvement of techniques such as skimming wells and biological drainage; 
• addressing the issue of bringing down pollution in the drains, particularly from sugar  

mills; and 
• explore the precise scope of saline agriculture in the coastal areas. 

Moreover, there is a need to get the process going at practical levels as well, with pilot activities 
at the level of minors and distributaries in different parts of the province. In a world of increased 
demand for agricultural products, Sindh has much potential to develop into an important source 
area. Situated close to good shipping lines in a region with impressive economic growth, Sindh 
cannot afford to deny itself the ample conjunctive opportunities within its own land and water 
resource system. 

7. Conclusions and Recommendations 

Keeping in view the increasing water demands and varying groundwater depth and quality in 
irrigated areas, the conjunctive use of surface and subsurface reservoirs needs to be pursued 
systematically in the Lower Indus. Basharat et al. [5] has highlighted a similar requirement for  
well-planned and integrated management approach in Punjab, stressing upon canal water reallocation 
amongst different canal commands. 

There is a need to rethink and consider the introduction of conjunctive management of surface 
and groundwater in Sindh for a number of reasons: 

• It can reduce waterlogging and hence contribute to higher yields and better public health. 
• It can improve drinking water conditions, especially in areas with high saline groundwater 

tables, by creating the space for fresh water lenses. 
• It will improve sanitary conditions, as an unsaturated zone above the water table is 

maintained, which would prevent the sewerage to be in direct contact with the shallow 
groundwater being used by rural population. 

• It will make high value precision agriculture possible and introduce “on demand” irrigation 
within the canal systems, as farmers would be able to irrigate as and when required. 

• It can free up canal water and make it possible to expand the area under cultivation or 
intensification in Sindh or to have water available for environmental flows. 

• It will be possible to store frequent floods, especially generated by rainfalls, by creating 
more storage space in the shallow aquifers. 
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Therefore, in order to efficiently meet the water requirements of all sectors, i.e., agriculture, 
domestic and industrial, an ab initio level of water re-allocations and efficient water management 
in consideration of groundwater quality and its safe yield in various areas is recommended, as 
discussed in detail in Section 6. This would certainly provide relief from the prevailing water 
management issues to all water use sectors and stakeholders in the area. 
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Over Exploitation of Groundwater in the Centre of Amman 
Zarqa Basin—Jordan: Evaluation of Well Data and GRACE 
Satellite Observations 

Sana’a Al-Zyoud, Wolfram Rühaak, Ehsan Forootan and Ingo Sass 

Abstract: Jordan faces a sincere water crisis. Groundwater is the major water resource in Jordan 
and most of the ground water systems are already exploited beyond their estimated safe yield. The 
Amman Zarqa Basin is one of the most important groundwater systems in Jordan, which supplies 
the three largest cities in Jordan with drinking and irrigation water. Based on new data the 
groundwater drawdown in the Amman Zarqa Basin is studied. This basin is the most used drainage 
area in Jordan. Groundwater drawdown in eight central representative monitoring wells is outlined. 
Based on almost continuous data for the last 15 years (2000–2015) an average drawdown for the 
whole basin in the order of 1.1 m·a 1 is calculated. This result is in accordance with results of 
previous studies in other areas in Jordan and shows that, until now, no sustainable water 
management is applied. Groundwater management in such a basin presents a challenge for water 
managers and experts. The applicability of satellite data for estimating large-scale groundwater 
over exploitation, such as gravity products of the Gravity Recovery and Climate Experiment 
(GRACE) mission, along with supplementary data, is discussed. Although the size of the basin is 
below the minimum resolution of GRACE, the data generally support the measured drawdown. 

Reprinted from Resources. Cite as: Al-Zyoud, S.; Rühaak, W.; Forootan, E.; Sass, I. Over 
Exploitation of Groundwater in the Centre of Amman Zarqa Basin—Jordan: Evaluation of Well 
Data and GRACE Satellite Observations. Resources 2015, 4, 819 830. 

1. Introduction 

Aim of this study is to present new data about the groundwater depletion in the Amman Zarqa 
Basin in Jordan during 2000–2015. In addition to scattered and relatively sparse well data observations, 
GRACE satellite data are evaluated to find out if a general groundwater loss is reflected in these  
gravity measurements. 

1.1. Study Area 

The Jordanian part of Amman Zarqa Basin (Figure 1) covers an area of 3739 km2 compared to  
310 km2 in Syria [1]. This basin represents the transitional area between western hills and eastern 
desert. The climatological conditions change from humid to arid leading to different land use patterns. 
The western hilly areas are relatively densely populated, whereas the southeast areas are deserts and 
almost without population. More than 60% of the population of Jordan [2] is located inside the 
basin. In the areas of upper Zarqa, Baqa’a, Dhulail, and Jerash the groundwater is mainly used for 
irrigation. According to [3] different agriculture products exist (cereals, vegetables, fruit trees). 
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According to [4] in 2010 22% of the land cover are urban, mixed rain-fed areas sum up to 37% and 
irrigated areas sum up to 2.4%. 

 

Figure 1. A simplified map of Jordan showing the location of the study area, the 
Amman Zarqua Basin, and of the studied wells. 

The three main aquifers in the Amman Zarqa Basin are formed by (1) a basaltic eruption at the 
top, (2) a limestone aquifer in the middle, and (3) a sandstone aquifer at the bottom. The upper two 
aquifers are hydraulically connected. They are underlain by a 20–35 m thick marl formation. The 
limestone formation, called Amman—Wadi As Sir (B2/A7), is the most important aquifer in the 
basin. It has a large and continuous extent together with a high hydraulic conductivity. It is 
considered as the main source of fresh water for domestic, as well as irrigated agricultural, uses. 
The Amman Zarqa Basin is underlain by the sandstones of the Kurnub-Ram Formations, which form 
a deeper aquifer system. The Ajlun marl aquitard separates the sandstones from the Basalt Aquifer 
Complex [5]. 

The uppermost basaltic aquifer which is formed by highly vesicular lava flows has, based on pumping 
tests, transmissivity values in the range from 5.0 × 10 5 to 5.4 × 10 1 m2·s 1, the average is about  
8 × 10 2 m2·s 1, corresponding to a mean hydraulic conductivity of 2.3 × 10 4 m·s 1. The transmissivity 
of the limestone aquifer (B2/A7) varies between 5.4 × 10 5 and 2.5 × 10 2 m2·s 1, the average is 
about 5 × 10 3 m2·s 1, corresponding to a mean hydraulic conductivity of 8.1 × 10 5 m2·s 1 [6]. 

Mean discharge rate values in different areas of the basin are between 1 and 40 m3·h 1 corresponding 
with transmissivity values of shallow basalt aquifer between 3.47 × 10 4 and 1.50 × 10 2 m2·s 1. 

The basalt sequence has a thickness of 100 m–300 m. Transmissivity values are estimated  
at around 1.0 × 10 2 m2·s 1 with corresponding mean hydraulic conductivity of 2 × 10 4 to  
6 × 10 4 m·s 1 [5]. 
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1.2. Water Availability 

Water availability is an important factor controlling human’s wealth and prosperity, especially  
in arid and semi-arid regions [7]. Jordan has a water scarcity probably more serious than other  
countries in the Middle East [8,9]. This shortage is due to many reasons, such as low rainfall of  
100–150 mm·a 1 [9,10] with an annual rainfall decrease at an average rate of 1.2 mm [9], uneven 
water distribution, high water volume losses due to evaporation, and an increasing demand on 
drinking and agricultural water due to population growth [11]. Surface water resources are very 
limited in Jordan; therefore, groundwater is the main water resource [6]. As a result, extensive 
groundwater pumping is taking place in the Jordanian groundwater systems with the use of public 
and private wells. Rimawi and Al Ansari [12] found that groundwater salinity in the upper aquifer 
complex in the north-eastern part of the Al Mafraq area (Figure 1) has increased in the last decades. 
This is due to intensive exploitation of groundwater for irrigation purposes. Salameh [13] showed 
the lowering trend for some selected wells within the Jordanian area. He concluded that the major 
Jordan basins may be beyond restoration. 

El-Naqa et al. [14] found that Azraq Basin (the southeastern neighbor basin of Amman Zarqa Basin) 
is suffering from groundwater drawdown due to extensive overexploitation. Bajjali et al. [15] 
found that, in the central part of Amman Zarqa Basin, the groundwater level is declining 
approximately one meter per year. 

Ta’any et al. [1] applied geostatistics to analyze the spatial and temporal variations of 
groundwater level fluctuations in 33 wells scattered in the Amman Zarqa Basin. They have been 
analyzed for the period of 2001–2005. The annual drawdown in wells of [1] is ranging from 0.47 to 
1.68 m. Five wells of this study are common with the work of Ta’any et al. [1]. 

New groundwater level data from eight wells in the Amman Zarqa Basin have been studied. The 
study area is about 28 km NE of Zarqa city (Figure 1), the second largest city in Jordan. Many 
industrial infrastructures are located in the basin, such as the Jordanian Free Zone Areas, the 
refinery of Jordan, and the Al Hussain power station; the main power station in Jordan. It is the 
largest industrial city in Jordan. It is considered the most polluted area in Jordan. 

In general, the water level is declining in almost all wells in the basin. The Ministry of Water 
and Irrigation [16] reported that the declines in water level of the limestone aquifer (B2/A7) range 
between 0.67 m and 2.0 m per year. Al Mahamid [6] predicted that the maximum accumulative 
drawdown will reach more than 70 m in the year 2025. He forecasted that some wells between Al 
Khalidiyya and Umm Al Jimal—located in the middle basin area—will become completely dry. 
Margane et al. [17] reported, too, that the exploitation of the limestone aquifer (A7/B2) has 
increased over the past decade, so that water levels are rapidly declining in about 2 m·a 1. 

The following recent data show that a continuous water level decline is happening in the upper 
basaltic aquifer of Amman Zarqa Basin. 

Remote sensing is a powerful technique for studying groundwater at regional scales [18]. In this 
study the result of the field data is compared with GRACE satellite data. 
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2. Methods and Data 

2.1. Well Data 

The wells discussed in the following are located in the northeastern Jordanian desert in the 
center of the Amman Zarqa Basin (Figure 1). Their records refer to the water level of the upper 
aquifer in Amman Zarqa Basin. As this aquifer is an unconfined aquifer, a dropping water level, 
therefore, reflects an actual decrease in reserves. 

Eight monitoring wells which have complete water level records (Ministry of Water and Irrigation 
MWI [19]) over the last fifteen years (Table 1) were selected in the area (Figures 1 and 2). 

The wells are located in the central part of the basin under the largest unprotected industrial zone 
in Jordan. The data were gathered for the last 15 years (2000–2015) and give detailed information 
about the condition and operation of the wells. 

Table 1. Groundwater drawdown in the studied wells. 

Well Name 
Total Cumulative 

Drawdown (m) 
Well Observation 

Period 
Total Time 

(a) 
Mean Annual Drawdown 
from 2000 Till 2015 (m) 

AL 1043 31.11 01/2000–03/2015 15.17 2.05 
AL 1926 28.09 01/2000–02/2015 15.10 1.86 
AL 2698 18.25 01/2000–02/2015 15.10 1.21 
AL 3384 14.28 01/2000–02/2015 15.10 0.95 
AL 1022 10.98 03/2000–01/2014 13.83 0.79 
AL 3387 10.75 06/2001–03/2015 13.80 0.78 
AL 1041 59.79 01/2000–01/2013 13.00 4.60 
AL 1040 11.33 01/2000–05/2013 13.30 0.85 

2.2. Remote Sensing 

Since March 2002, the Gravity Recovery and Climate Experiment (GRACE) is routinely 
providing satellite-based estimates of changes in total water storage (TWS, known as a vertical 
integration of water changes due to vegetation changes, surface water, soil moisture, and 
groundwater changes) within the Earth’s system. Using GRACE data it is possible to quantify amounts 
of groundwater usage [20]. GRACE monthly gravity products have been recently used in few studies 
to explore hydrological patterns within the Middle East. For instance, Longuevergne et al. [21] and 
Voss et al. [22] showed a pattern of water storage loss over a large area of Northwest Asia, including 
the Tigris River Basin (Iraq and Syria), extending to Northwestern Iran, including the Urmia Basin. 
Forootan et al. [23] showed that the extension of groundwater changes can be estimated using 
GRACE and complementary products within a joint inversion technique. The proposed method is 
adopted in this study to estimate the large-scale extension of groundwater drawdown over the  
study area. 



31 
 

 

 

Figure 2. A simplified geological map of the upper aquifer of the Jordanian Harrat 
basalt showing the long-term monitoring wells discussed in this study, together with all 
other available wells (coordinates UTM 36 North). 

Total water storage (TWS) data within a rectangular box (between 28° to 34° N and 34° to 40° E) 
that includes Jordan, is extracted from each monthly GRACE-TWS map, which was computed 
using the Release 5 products of the Center for Space Research (CSR, University of Texas, Austin), 
over January 2003 to July 2014, following the approach in [24]. Degree one and two coefficients 
have been replaced by the satellite laser ranging products following the advice given by the GRACE 
team [25,26]. Correlated errors in GRACE-derived TWS products were reduced using the  
de-correlation filter of DDK3 [27]. The signal damping due to the application of the DDK3 filter 
was accounted by computing a single scale factor (4/3 in this study) that is derived as the ratio of 
the spatial average of a homogenous TWS field (filled by 1 mm within the box area) to the spatial 
average of the same field after application of the DDK3 filter. Figure 3 shows the linear rate of 
TWS changes over January 2003 to July 2014. Please note that the scale of TWS changes is 1 mm 
in a 100 km × 100 km area; thus, the vertical changes cannot be directly compared to the estimated 
groundwater changes from in situ wells. 
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Figure 3. Linear trend over January 2003 to July 2014 derived from GRACE-TWS 
maps (geographic coordinates). 

Over the same period, gridded altimetry data (representing surface water storage changes) 
derived from the Environmental Research Division’s Data Access Program, while the terrestrial 
water storage changes, including the summation of canopy and soil moisture changes, were derived 
from the output of the Global Land Data Assimilation System (GLDAS [28]). The dominant 
independent patterns of altimetry (including the Dead Sea and the Mediterranean Sea) and GLDAS 
were estimated using the independent component analysis technique [29] and the spatial patterns 
were introduced as known (base-functions) to separate GRACE-TWS maps in a least squares 
adjustment (LSA) procedure (similar to [23]). This procedure makes the best use of all available 
datasets in a LSA framework and reduces the leakage impact due to the implementation of 
mandatory filtering. Once the base-functions (from altimetry and GLDAS) were adjusted to 
GRACE-TWS observation, they were used to remove the contribution of surface and terrestrial 
water storage changes from TWS time-series and compute groundwater changes. The inversion 
step adopts temporal variability of GLDAS to what is likely reflected in GRACE-TWS. Therefore, 
it accounts for the resolution mismatch between GLDAS and GRACE data. It should be mentioned 
here that the steric level changes in the Mediterranean Sea was accounted for using sea surface 
temperature (SST) data as in [22], therefore, the steric changes due to salinity changes was 
neglected. No SST was found over the Dead Sea; thus, the estimated volume changes were 
considered as mass variability. 

Groundwater signal estimated from GRACE observations might be contaminated with signals 
originating from regions outside the region of interest, or the signal of the target area might be 
moved out as a result of filtering that is used to post process GRACE estimations. Both effects are 
known as the spatial leakage problem in GRACE related studies. However, various studies indicate 
that GRACE observations can be used over small regions when care is taken of this leakage 
problem (see e.g., [30]). In this study, a new methodology was applied, which allows one to 
mitigate the possible effect of leakage by inversion. This method has already been used to study 
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water storage changes over the Middle East and the results have been evaluated with groundwater 
observations [23]. 

3. Study Results 

3.1. Well Data 

The groundwater level change shown in Figure 4 and Table 1 extends from different dates 
where the pumping has started up to early of 2015. The average drawdown was calculated to be 
1.64 m·a 1 in the last 15 years. 

 

Figure 4. Groundwater drawdown in all studied wells from January 2000 until April 2015. 

The report of the Ministry of Water and Irrigation [16] shows that since the early 1960s groundwater 
levels are declining in this basin. Each well shown in Figure 4 shows a clear water level declination. 

According to [6] recharge from rainfall is approximately 45 × 106 m3·a 1 and approximately  
62 × 106 m3·a 1 from lateral subsurface inflow. Accordingly, the outflow is in the order of 66 × 106 m3·a 1 
into Azraq Basin (neighboring in the south-east [31]) and 3.4 × 106 m3·a 1 into Yarmouk Basins 
(neighboring to the north [31]). The leakage into the lower aquifer is about 12 × 106 m3·a 1. In 
Mafraq and the Dhuleil—Hallabat area in the central Amman Zarqa Basin it was found that the 
groundwater is transferred laterally and vertically from the basalts to the lower Amman Wadi Sir 
limestone [32]. In addition there is an amount of 27 × 106 m3·a 1 underflow towards the Zarqa River. 

The average drawdown trend observed at the studied wells with 1.64 m·a 1 for 15 years should 
not be considered as the representative trend for the Amman Zarqa Basin, since they are 
concentrated on the central basin. Furthermore, the hydrogeological settings of the Amman Zarqa 
Basin are complex due to numerous large fault systems. 

However, the presented results are in good agreement with previous data [1,5,6,13–17,33]. In 
average all these studies stated an annual groundwater level drawdown in the order of 0.65 m to 2.0 m. 

3.2. Remote Sensing 

Figure 5a shows the linear trend from GRACE adjusted terrestrial water storage (including soil 
moisture and vegetation changes) during January 2003 to July 2014. The results indicate a decrease 
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in soil moisture (approximately 15 mm per year in water column) over the country, which is 
dominated mainly over the northeastern and western regions. A linear trend of groundwater is shown in 
Figure 5b), which indicates a decline of groundwater at the rate of up to approximately 10 mm per 
year in the water column concentrated over the study area. This value is equivalent with 
approximately 160 mm per year in groundwater change concentrated over the model area. 

It should be mentioned here that GRACE has usually been used for basins larger than  
100,000 km2 [34]; thus, for basins such as the one studied here, estimations of terrestrial water 
storage might include a significant level of uncertainty. However, the results in Figure 5 are 
consistent with those of previous studies [23]. 

(a) (b) 

Figure 5. Linear trend over January 2003 to July 2014 derived from GRACE observations 
and complimentary data (compare with Figure 3). (a) From GRACE-adjusted terrestrial 
water storage products (showing the variability in soil moisture and biomass); and (b) 
side from groundwater storage maps (geographic coordinates). 

4. Discussion 

The groundwater resources in the Amman Zarqa Basin in Jordan are overused. The basin safe 
yield is 87.5 million·m3, while the actual pumping is 156.3 million m3, resulting in a groundwater 
depletion of 68.8 million·m3 by the end of 2013 [35]. Numerous wells in the basin document for 
the evaluated 15 years an average annual groundwater drawdown of 1.64 m·a 1. 

In addition to the over-usage of the groundwater, rainfall has notably declined since 1995 [9]. 
However, as no precise data of the total pumping exist and recharge rates are estimated [3], no 
valid hydrological water balance can be calculated. 

Although the basin’s size is beyond the resolution of the GRACE data, which inhibits detailed 
predictions, these satellite data also indicate severe groundwater depletion. 

Another indication for groundwater depletion, which can be detected by satellites, is subsidence. 
InSAR or GPS data (e.g., [36,37]) could be evaluated, even if the occurring subsidence may be in 
the order of the detection limit. 
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5. Conclusions 

Decision-makers should finally recognize the serious groundwater overexploitation status in this 
area, which has not changed since the last data were published. The groundwater table is still 
slowly depleting. The urge to find more appropriate solutions for the groundwater management in 
Jordan is seriously needed. 

The major Jordan basins may have become beyond restoration. In any case groundwater 
extraction should be limited to yield the remaining groundwater resources of the basin. 

Measures have to be taken that the access to enough water resources is guaranteed for future 
generations. To preserve the groundwater resource for future generations all reasons for the 
groundwater depletion have to be studied carefully. The urgency to implement the necessary 
measures is, again, proven by this study which should be understood as a part within a framework 
of national and international investigations. 
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A Columbia River Basalt Group Aquifer in Sustained 
Drought: Insight from Geophysical Methods 

Mark W. Piersol and Kenneth F. Sprenke 

Abstract: Aquifers within the Columbia River Basalt Group (CRBG) provide a critical water supply 
throughout much of the Pacific Northwest of the United States. Increased pumping has resulted in 
water level declines in this region. Recharge into this aquifer system is generally not well understood. 
Recent suggestions of probable decades-long droughts in the 21st century add to this problem. We 
show that geophysical methods can provide useful parameters for improved modeling of aquifers in a 
primary CRBG aquifer located on the eastern edge of the Columbia Plateau. Groundwater models 
depend in part on the area, thickness, porosity, storativity, and nature of confinement of this aquifer, 
most of which are poorly constrained by existing well information and previous stress tests. We have 
made use of surface gravity measurements, borehole gravity measurements, barometric efficiency 
estimates, earth tidal response, and earthquake seismology observations to constrain these parameters. 
We show that the aquifer, despite its persistent drawdown, receives a great deal of recharge annually. 
Much of the recharge to the aquifer is due to leakage from overlying flows, ultimately tied to 
precipitation, an important result for future aquifer management in times of sustained drought. 

Reprinted from Resources. Cite as: Piersol, M.W.; Sprenke, K.F. A Columbia River Basalt Group 
Aquifer in Sustained Drought: Insight from Geophysical Methods. Resources 2015, 4, 577 596. 

1. Introduction 

The Columbia River Basalt Group (CRBG) in the Pacific Northwest of the United States hosts a 
regional aquifer system that extends from the foothills of the northern Rocky Mountains in  
west-central Idaho into the Columbia Basin of Washington and Oregon (Figure 1). In many locations 
within the region, it is the only water source for communities, residences, industry, agriculture, and 
aquaculture [1]. The CRBG aquifer system is a significant concern to water resources managers 
because of long-term water level decline and a general lack of knowledge about natural recharge. 

A recent study has suggested that in the western states, drought risk in the 21st century will likely 
exceed the driest centuries of the past millennia, leading to unprecedented drought conditions [2]. 
Much of the inland Pacific Northwest is characterized by an arid to semiarid climate. The majority 
of surface water in this region originates as upland precipitation. The causes of past and future 
drought will not be identical but the paleoclimatic record demonstrates the plausibility of extensive, 
severe droughts [3]. In the past half century, the up-dip areas of the Columbia Basin abutting the 
northern Rocky Mountains region have experienced a substantial decline in peak snow water 
equivalent [4]. A recent USGS study of the Columbia Basin suggests that climate change will result 
in a drop in water levels across the region with resultant degradation and disappearance of aquatic 
ecosystems [5]. Water managers in the Columbia Basin need to understand the nature of recharge into 
the aquifer system and the effect a sustained drought will have on aquifer system productivity. 
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Figure 1. The darkly shaded area is the CRBG regional aquifer system in the Pacific 
Northwest of the contiguous United States. The rectangle on the left map shows the 
location of the general study area, the Palouse basin. 

Recharge, if any, of the deeper CRBG aquifers is generally inferred to occur (1) from groundwater 
movement originating around the edge of the Columbia Basin in up-dip areas where units pinch out; 
and (2) from vertical leakage through younger more shallow flows via open faults and tectonic 
fractures. Both of these sources are intimately related to precipitation and ultimately climate change. 
The general area of this study (the Palouse basin), lies at the eastern up-dip edge of the CRBG in good 
position to study the nature of CRBG recharge (Figure 1). Furthermore, excellent records of pumping 
volumes and historic records of annual water level declines are maintained by the Palouse Basin 
Aquifer Committee [6]. 

The key to understanding the nature of recharge in the study area is to have an adequate 
groundwater model that explains the dynamics of the aquifer system. However, previous 
groundwater models [7,8] for the study area have neither predicted the annual drop in water levels 
within the aquifer system nor have they provided any useful insight into the nature of recharge. We 
believe the lack of success of these models was at least in part the result of incorrect parameters 
employed, particularly with respect to the area, thickness, porosity, storativity, and nature of 
confinement of the aquifer system. The purpose of this study is to show that geophysical methods 
including surface gravity measurements, borehole gravity measurements, barometric efficiency 
estimates, earth tidal response, and earthquake seismology observations can be useful to better constrain 
these parameters for future groundwater models. 

1.1. CRBG Aquifers 

Numerous studies of CRBG aquifers have been conducted within the Columbia Basin to better 
understand their hydrogeology [9–17]. One of the most significant findings of these studies is the 
similarity of the hydrogeological characteristics, properties, and behavior of the CRBG aquifers 
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across the region. These general characteristics include: (1) simple sheet flows of basalt 10 to >100 m 
thick of great lateral extent that act as aquitards; (2) intraflow structures such as vesicular flow-tops, 
rubble zones, and sedimentary interbeds that act as aquifers; (3) control of lateral continuity of the 
aquifers by erosion, flow pinchouts, folds, faults and dikes; (4) flow pathways dominantly  
sub-horizontal down-dip; (5) limited vertical groundwater movement. These similar characteristics allow 
for the application of the knowledge of the general hydraulic characteristics and behavior of the CRBG 
aquifers in one area to be applied to CRBG aquifers in other areas [18]. 

1.2. Study Area 

Our general study area (Figure 2) is the Palouse basin of western Idaho and eastern Washington 
abutting the crystalline rocks of the northern Rockies foothills. The Palouse is an important dryland 
agricultural region, with a semi-arid climate and topography dominated by rolling hills composed 
predominantly of windblown loess. A larger amount of precipitation falls in the mountainous terrain 
which bounds the study area to the east, southeast, and north [19]. The Palouse River, its tributaries, 
and other local streams drain the area and flow towards the northwest to eventually join the Snake 
River. Some 800 water wells have been cataloged in the Palouse basin [20] which covers an area of 
1280 km2. Most are shallow, very-low productivity domestic wells hosted in the loess soil cover or 
in the crystalline rocks of the surrounding highlands. 

 

Figure 2. The Palouse basin general study area. See Figure 1 for location. The specific  
study area, the Moscow-Pullman basin is indicated by the solid purple line. The dashed  
line is the boundary of the larger area under the political jurisdiction of the Palouse Basin 
Aquifer Committee. 
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1.3. The Moscow-Pullman Basin 

Based on the very similar piezometric elevations and historic water level declines, the primary 
aquifer system that serves the cities of Pullman and Moscow appears to be restricted to an area 
referred to as the Moscow-Pullman basin (Figure 2) which is partially hydraulically isolated from 
the larger Palouse basin and the main body of the CRBG regional ground-water flow system. This is 
a lava embayment of the CRBG Grande Ronde Formation which flowed into the area during Miocene 
time from the southwest following a pre-basalt stream system cut into the western slope of the 
northern Rockies. The Moscow-Pullman basin has an area of 420–660 km2 and encompasses the 
cities of Pullman, Washington and Moscow, Idaho plus multiple smaller communities and rural 
areas, as well as two large universities. This basin is part of the much larger Palouse basin, also 
shown on Figure 2. 

A geological section (Figure 3) through Moscow and Pullman illustrates the general stratigraphy 
in the Moscow-Pullman basin. Beneath a loess soil cover are the Saddle Mountain, Wanapum, Grande 
Ronde, and Imnaha basalt formations of the Miocene CRBG, each of which is composed of multiple 
flows. Interspersed between flows are sedimentary interbeds collectively called the Latah Formation. 
The pre-basalt rocks are Cretaceous granites and Precambrian crystalline metasediments. 

As shown in Figure 4, hydrographs are available for about 30 wells in the Moscow-Pullman basin. 
Fairly common are wells 30–40 m deep, hosted in the Wanapum Formation. These wells account for 
10% of the water produced in the basin. The primary aquifer system (known locally as the “lower” 
or “Grande Ronde” aquifer system) is completely contained within the Grande Ronde Formation. 
The high yield municipal and university wells tap the Grande Ronde Formation typically at depths 
of 90–120 m. The Grande Ronde Formation accounts for 90% of the 2.45 billion gallons (62.4 × 106 m3) 
pumped annually in the Palouse basin [6]. 

 

Figure 3. Diagrammatic west to east geological cross section through Pullman to 
Moscow showing the basalt stratigraphy of the study area. 
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Figure 4. Composite hydrograph of 30 water wells in the Palouse basin. Modified from [20]. 

Except at the entrance to the basin, the aquifer system is largely bounded by crystalline rocks of 
the surrounding highlands. The entrance to the Moscow-Pullman basin near Pullman coincides with 
a ground water divide apparent on the piezometric surface of the primary aquifer system (Figure 5). 

 

Figure 5. Piezometric map of the primary aquifer. Arrows indicate postulated flow 
directions of groundwater. 

To the southwest of Pullman, a poorly understood barrier to groundwater flow [7] prevents 
groundwater from flowing down the steep gradient to the elevation of the Snake River, lying in a 
deep canyon some 500 m in elevation below the Moscow-Pullman basin (Figure 5). Geochemical 
observations [21] have shown that groundwater does not seep into the Snake Canyon. It has also been 
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noted that there is a conspicuous lack of large springs on the walls of the Snake River canyon [22]. 
Generally to the west of the Moscow-Pullman basin piezometric elevations fall off more moderately 
toward Colfax, dropping some 135 m. As shown in the stratigraphic and hydrogeological cross-
section (Figures 3 and 6), the top of the Grande Ronde drops in elevation east towards Moscow and 
west and northwest away from Pullman. 

 

Figure 6. Diagrammatic hydrogeological cross-section from the Pullman wells on the 
left (west) to the Moscow wells on the right (east). 

1.4. The Primary Aquifer System 

At Pullman, the top of the Grande Ronde Formation is at a relatively high elevation; the depth to  
the Grande Ronde Formation top is less than 15 m in places (Figure 6). Here, water-level elevations 
are essentially the same in wells completed deep in the aquifer system and in more shallow open 
wells. At Moscow and Palouse, however, the primary aquifer system is definitely confined. The 
Grande Ronde Formation is more than 130 m deep at Moscow, yet the piezometric surface rises to 
the same level as at Pullman. Wells completed in the overlying Wanapum aquifer system have higher 
ground-water levels as compared to wells completed in the primary aquifer system (Figures 4 and 6). 
This strong downward hydraulic gradient suggests that the Wanapum aquifer system, might leak into 
the primary aquifer system. However, no hydraulic connection has ever been observed between the 
Wanapum aquifer system and the Grande Ronde aquifer system in the Moscow area. 

Four predominant studies using isotopic concentrations in groundwater have been completed in 
the Moscow-Pullman basin [23–26]. The apparent radiocarbon ages of water in the Pullman-Moscow 
area range from 11,000 to 26,000 year in the primary aquifer and from modern to 10,000 year in the 
overlying units [25,26]. For stable oxygen isotopes, the 18O values range from 16% to 17.5% in 
the primary aquifer and from 16% to 14.8% in the overlying units [24,26]. These numbers suggest 
that the majority of the water in the Grande Ronde was recharged during ice age conditions in the 
Pleistocene. On the other hand, tritium concentrations, no older than 60 years, have been detected in 
the upper part of primary aquifer indicating that modern recharge is mixing with the Pleistocene 
water in the Grande Ronde [26]. 
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In the Moscow-Pullman basin, recharge, if any, to the primary aquifer system comes from either 
the mountains on edges of the basin where the basalt flows pinch out against the crystalline rocks of 
the highlands or from vertical leakage from overlying more shallow aquifers perched between flows 
above the regional aquifer system [27]. It is of critical importance for future management of the 
aquifer system to determine if there is any recharge to the primary aquifer system and whether it is 
generated in the surrounding highlands at flow pinchouts or by vertical leakage throughout the basin. 
If there is no recharge, then new sources of water need to be found for future development, such as a 
pipeline to the Snake River, some 20 km south and 500 m in elevation below the study area. If there 
is recharge, then the optimum locations of recharge galleries need to be determined. 

The rational approach to understanding the nature of recharge is to develop a ground water model 
based on a sound hydrogeological conceptual model consistent with pumpage records and the history 
of water level declines. Previous groundwater models [7,8] of the study area have failed in all these 
regards. Below we show how geophysical methods have provided better parameters for future 
groundwater models. 

2. Methods 

Groundwater models depend in part on the porosity, area, thickness, storativity, and nature of 
confinement of the aquifer. These parameters, in the Moscow-Pullman basin, are poorly constrained 
by existing well information and previous stress tests. We have made use of geophysical measurements, 
including surface gravity measurements, borehole gravity measurements, barometric efficiency 
estimates, earth tidal response, and earthquake seismology observations to constrain these parameters. 

2.1. Porosity of the Aquifer System 

The porosity of the CRBG strata exhibits a bimodal distribution due to the difference between the 
dense, massive interiors of flows (aquitards) and the intraflow structures (aquifers). To better 
quantify this porosity difference, we made use of extraordinarily detailed borehole gravity data that 
have been carried out in CRBG strata in three wells at the Hanford site in central Washington State 
as part of the design process for a new waste treatment plant [28]. The Hanford Site is a mostly 
decommissioned nuclear production complex sitting on CRBG bedrock operated by the United States 
federal government on the Columbia River in the U.S. state of Washington. This borehole gravity 
survey is stated to include the longest section (approximately 1280 m in the three wells) of 
measurements data taken at such a small station spacing (3 m). 

The borehole gravity meter tool has a very large horizontal depth of investigation so it is not 
influenced by washouts and borehole construction. The survey goal at Hanford was to provide CRBG 
rock densities with an estimated error of ±0.05 g/cm3 or less. We plotted the 302 CRBG basalt density 
determinations from the Hanford survey as a histogram in Figure 7. The distribution is clearly 
bimodal indicating the dichotomy between the massive flows and the porous intraflow zones 
encountered in the section of CRBG strata surveyed. As also shown in Figure 7, we fit the histogram 
with two Gaussian curves [29]. The higher peak is at a density 2.80 ± 0.12 mg/cm3 which we take as 
the mean density of the massive flows. The lower peak is at density 2.02 ± 0.17 g/cm3 which we 
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interpret as the density of the intraflow zones. The density contrast between the massive flow zones 
and the intraflow units is 0.78 ± 0.20 g/cm3. If we treat the massive flows as having no effective 
porosity, but with an unconnected vesicle volume typical of basalt (7.8%) [30], we find the mean 
porosity of the intraflow zones is 0.355 ± 0.04. 

 

Figure 7. Histogram of basalt densities found from a borehole gravity survey [28]. The 
survey densities were binned in 0.1 g/cm3 increments and then fitted to a bimodal curve 
using the EzyFit toolbox [29]. The lower density peak is modeled as 2.02 ± 0.17 g/cm3 
and the higher density peak as 2.80 ± 0.12 g/cm3. 

2.2. Area of the Aquifer System 

The area of the main Grande Ronde aquifer system that should be included in a groundwater 
model of the Moscow-Pullman basin is quite controversial. By area in this regard, we mean the areal 
extent to which aquifer parameters determined from well tests in the deep city wells should be 
applied. In some studies the southwest boundary of the Moscow-Pullman aquifer system is thought 
to be bounded by the Snake River [8,31], however, geochemical studies have shown that  
Moscow-Pullman basin ground water does not seep into the Snake River Canyon [21]. It appears 
likely that northwest trending folds paralleling the Union Flat Creek restrict groundwater movement 
towards the Snake River Canyon, instead channeling it northwest [7,20,32–37]. 

Another controversy concerns whether the Grande Ronde aquifer system hydrologically connects 
the southern cities of Pullman and Moscow to the northern city of Palouse. A break in the crystalline 
rocks within the basin, called the Kamiak Gap, occurs between Pullman and Palouse immediately 
east of Kamiak Butte (Figure 2). Hydraulic connection between Palouse and the rest of the basin 
through the Kamiak Gap has been investigated on a geophysical basis by several researchers [38,39]. A 
magnetotelluric study [38] suggested continuity of the Grande Ronde Formation through the gap. On 
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the other hand, gravity methods [39] initially suggested that the Grande Ronde was interrupted by a 
saddle of crystalline basement rock obstructing aquifer conductivity south of Palouse. However, new 
test well data [40], providing much needed control on the elevations of formation tops, has allowed 
us to reinterpret these gravity data. Gravity readings were taken along four lines in the Kamiak Gap 
(Figure 8) [39]. 

 

Figure 8. Gravity survey area in the Kamiak Gap [39]. See Figure 2 for location of 
Kamiak Butte within the study area. Lines 1, 2, and 3 are east-west transects of gravity 
stations across the gap and Line 4 meanders approximately north-south crossing the other 
three lines. Figure generated with GeoMapApp [41].  

The stratigraphy of the DOE Butte Gap well, drilled at the latitude of the southernmost east-west 
transect, is remarkably similar to the stratigraphy of the Palouse City #3 well drilled to the north of 
the Kamiak Gap [40]. Using these constraints we propose a new geophysical model (Figure 9) 
suggesting that the Grande Ronde basalts are indeed continuous through the Kamiak Gap with a net 
thickness in excess of 100 m. Thus, Kamiak Gap should not create a hydraulic barrier to north-south 
groundwater flow. 

Thus, for improved ground-water models, the total area of the primary aquifer system that directly 
affects the Moscow-Pullman basin should be about 620 km2, with 420 km2 south of Kamiak gap, and 
200 km2 north of the gap. 
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Figure 9. Gravity model through the Kamiak Gap from north to south. Modeled thickness 
of Grande Ronde at intersection of Line 1 (Figure 8) is 125 m, at intersection of Line 2 
is 224 m, and at intersection of Line 3 is 316 m. The dashed line between basement and 
Grande Ronde north of Line 1 below the topographic divide indicates uncertainty in the 
model as there is approximately 1.35 km between survey point locations. 

2.3. Thickness of the Aquifer System 

Comparing the areas of the two normal curves of the histogram of borehole gravity data from 
CRBG strata at the Hanford site (Figure 7), we find that 29% of the basalt section there is aquiferous 
intraflow units; the remainder is massive basalt with negligible effective porosity. Based on the logs 
from deep wells in the Moscow area (Figure 6), a previous study [42] estimates that 25% of the Grande 
Ronde section consists of intraflow zones. A well construction report [34] for the DOE well  
(Figure 6) logged where water was seen in the drill core. About 28% of the core length contained 
water. Producing zones from the Grande Ronde in the Moscow-Pullman basin lie between elevations 
of 350 m and 716 m above sea level (Figure 6), a net thickness of 365 m. Thus, we estimate the 
effective thickness of the primary aquifer to be 25% to 29% of 365 m or 100 ± 2 m. 

2.4. Specific Storage from Barometric Efficiency 

Specific storage can be estimated from barometric efficiency if the porosity of the aquifer  
is known. 

SS =
E BE

w

w

ηγ  (1)

where  is porosity; w is the unit weight of water in N/m3; Ew is the elastic modulus of water  
(2.2 × 109 Pa); BE is barometric efficiency; and SS is aquifer specific storage in m 1. The barometric 
efficiency of aquifers in the CRBG is high because of the strength of the massive nearly impermeable 
flow interiors that separate the confined intraflow aquiferous zones. In the Grande Ronde aquifer 
system of the Moscow-Pullman basin, previous studies [43,44] have shown that BE ranges from  
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0.9 to 1.0. As described above, we estimate the mean porosity of the intraflow zones to be  
0.355 ± 0.04. Using this value in Equation (1) above, along with the known BE of 0.95 ± 0.05, we 
find that the specific storage Ss of the aquiferous intraflow zones is 1.67 × 10 6 ± 0.18 × 10 6 m 1. 

2.5. Specific Storage from Earthquake Seismology 

Seismological theory [45–47] predicts that Ss for a confined aquifer can be found by comparing, 
as the Rayleigh waves from distant large earthquakes roll by, earthquake seismograms to water level 
oscillations as illustrated in Figure 10. To determine specific storage, the borehole amplification 
factor has to be known for the well. This factor depends on oscillation frequency, the borehole radius, 
initial height of the water column, screened aquifer thickness, transmissivity of the aquifer, and, to a 
minor extent, Ss [46]. Because our quantity to be determined, Ss is involved in the calculation of the 
borehole amplification factor, the method requires an iterative procedure for its solution. An initial 
guess of Ss is used to generate successively better approximations. However, because Ss has only a 
minor effect on the borehole response, convergence is quickly obtained. 

 

Figure 10. Water level oscillations observed in a water well near Moscow, Idaho while 
seismic waves from the 2012 M7.8 Haida Gwaii Earthquake passed through the aquifer. 

The seismic Rayleigh wave response of municipal well Moscow 9 (see Figure 6 for location) was 
evaluated. This important supply well was shut down temporarily for pump repair for several months 
in 2012, giving an opportunity for the installation of a data logger. The well is cased except for 27 m 
of screen adjacent to several interconnected highly permeable flow top units within the Grande Ronde 
aquifer. The top of the aquifer is at a depth of 198 m below land surface. The static level of the water 
rises to a height of 104 m above the top of this confined artesian aquifer. The borehole diameter 
above the screened intervals is 0.22 m. A transmissivity estimate from previous well tests was  
used [48]. Rayleigh waves from three moderately large 2012 earthquakes (magnitude >7.7) with 
epicenters in Haida Gwaii, Okhotsk, and the Philippines were observed. During the same time 
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intervals as the Rayleigh wave were passing, the data logger in well Moscow 9 was collecting 
measurements at one minute intervals (Figure 10). Twenty water level measurements immediately 
after the Rayleigh wave first arrival for each of three separate earthquakes were used to find Ss. 

Combining the data from the earthquakes, Ss was found to be 1.5 × 10 6 ± 0.2 × 10 6 m 1. 
However, this optimistic figure does not take into account sources of error that are difficult to 
quantify. The method assumes the aquifer is confined, uniformly porous, and free of heterogeneities. 

2.6. Specific Storage from Earth Tides 

Gravity theory predicts that earth tides (Figure 11) will result in harmonic subsurface dilatations 
within a few hundred meters of the earth’s surface [46,49]. At inland sites, the lunar diurnal (O1) and 
lunar semi-diurnal (M2) are the most affected by the local hydraulic characteristics of the formations 
open to the wells [46]. On the other hand, the solar harmonics, K1 and S2, at periods of 1.0 and  
0.5 days, contain the influence of atmospheric-pressure oscillations. At latitude , the resulting  
water level deflections for the O1 and M2 earth tides in an open water well in a confined aquifer are 
given by 

AO1 = 1.56 × 10 8 sin( ) cos( )/Ss and AM2 = 1.89 × 10 8 cos( ) cos( )/Ss (2)

where AO1 and AM2 are the amplitudes at periods of 1.0758 and 0.5376 days [46,49]. 

 

Figure 11. Water level deflections caused by earth tides in (a) DOE well and (b) WSU5 
well. See Figure 6 for locations. The O1 and M2 harmonics have periods of 1.0758  
and 0.5376 days. Note that the DOE tidal amplitudes are 50 times higher than those  
in Pullman well WSU5, suggesting that the primary aquifer system near Pullman is 
partially unconfined. 

The DOE well, located midway between Moscow and Pullman (Figure 3), was the site of an 
experiment to measure earth tides in the study area. Groundwater levels were sampled at 10 min 
intervals for an entire year to produce the spectrum shown in Figure 11. The spectrum is noisy 
because of interference from nearby pumping wells. To agree with the Ss from barometric efficiency, 
the equations above predict that AM2 would be less than 0.001 m, an amplitude lost in the background 
noise apparent in Figure 11a On the other hand, we found AO1 at 0.0054 m to be five times above the 
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background noise, resulting in a Ss of 1.44 × 10 6 ± 0.14 m 1, a value in agreement with our estimate 
from barometric efficiency. 

2.7. Pressure State of the Aquifer System 

Figure 11 also shows the earth tide response of well WSU5 (see Figure 6 for location) in Pullman. 
The amplitude of AO1 in this well was 7.0 × 10 5 m, 50 times smaller than the O1 amplitude in the 
DOE well. The amplitude AM2 was 6.4 × 10 5 m. The calculated Ss values from Equation (2) are  
1.1 × 10 4 m 1 and 1.4 × 10 4 m 1 for the O1 and M2 harmonics respectively, far too large if the 
aquifer at this location is confined. Earth tides can occur in partially confined aquifers, and the 
strength of the response depends on the distance to the exposed phreatic water table [50]. The low 
tidal response of WSU5 compared to DOE is consistent with the idea that the primary aquifer system 
is unconfined at places near Pullman. 

2.8. Storativity of the Aquifer System 

Estimates of the storativity of the primary aquifer system based on previous well tests and ground 
water models in the Moscow-Pullman basin have ranged over six orders of magnitude (Figure 12). 
To better constrain this parameter, we made use of our estimates stated above of specific storage and 
effective thickness. In Moscow, where the aquifer system is clearly confined, these yield consistent 
values of specific storage of 1.5 × 10 6 ± 0.2 × 10 6 m 1. Multiplying the specific storage by the 
effective aquifer thickness of 100 m, we obtain a storativity of 1.5 × 10 4 ± 0.2 × 10 4, a value that 
falls in the range of previously determined storativity values from well tests (Figure 12). 

 

Figure 12. Values of storativity found by previous well tests [43] and groundwater  
models [7,8,31,43] compared to the values found using three geophysical methods 
described in the text. The dashed lines show the preferred values for storativity found in 
this study. The upper line is for the unconfined areas of the aquifer system and the lower 
value is for the confined units. 

In Pullman, where the aquifer system is apparently unconfined at places, we suggest that the 
annual decrease in water levels is the result of extraction of water from storage in the aquiferous 
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intraflow units with a storativity equal to the specific yield, which would be about 0.35 based on the 
results above. As shown in Figure 12, this storativity for the unconfined areas is much higher than 
values used in previous groundwater models of the primary aquifer system. 

In summary, where the aquifer is confined, the storativity was found to be near 1.5 × 10 4; where 
unconfined, 3.5 × 10 1. Thus, for the same drop in hydraulic head, very little water is produced by 
water expansion from the confined units compared to the amount of water extracted from the 
unconfined area. For each m3 of water produced from the confined units by expansion, more than 
350 m3 are extracted from storage in the uppermost unconfined aquiferous unit. 

3. Synthesis with Pumpage and Records of Water Level Decline 

3.1. Water Budget Model 

The goal of this study was to employ geophysical methods to provide better estimates of certain 
parameters needed for future comprehensive groundwater models of the Moscow-Pullman basin. For 
the present study, however, we do employ a simple single cell model to test the sensitivity of the 
basin’s recharge budget to our parameters. Single cell models employ infinite transmissivity, but finite 
storativity, and are commonly used in economic hydrology [51]. On an annual basis, we treat the 
Moscow-Pullman basin as a single cell with boundary conditions such that: 

Vp = Vr + S A ( h) (3)

where Vp in m3/year is the annual volume of water pumped; Vr in m3/year is the annual volume of 
water replenished from outside the cell; S is the dimensionless storativity of the cell; A is the area of the 
cell in m3; and h in m/year is the annual decline in water level. Two of the variables Vp and h in 
the above relation are well known from records kept by the Palouse Basin Aquifer Committee [6]. For 
the storativity and area of the cell, we use the estimates provided by the geophysical methods 
described above. 

The annual volume of replenishment has two components: (1) that driven by h; and (2) that not 
directly associated with h [43]. In the first category are head-related changes in influx to the cell 
from the surrounding region. Also in this category are any changes in flux from overlying units due to 
the increased vertical hydraulic gradient. In the second category is decreased recharge due to 
depletion of the overlying hydraulically connected source (overlying leaky aquifers or surface 
streams). To better understand the effect a sustained drought may have on replenishment, it is useful 
to separate these two components. In our simple model, we employ a linear approximation such that: 

Vr = Sc h + V0 (4)

where Sc in m2/year is an annual volume replenished per unit annual drop in head for head-related 
sources and V0 in m3/year is the volume of annual recharge not directly head-related. Combining the 
above two equations and taking into account the possibility that the aquifer is unconfined in places: 

Vp = (Sc + S Ac + Sy Au) h + V0 (5)

where S and Sy are the storativities and Ac and Au are the areas of the confined and unconfined 
portions, respectively. Thus, our simple model predicts a linear relationship between annual volume 
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pumped and annual drop in water level, with an intercept equal to V0 and a slope associated with 
storativity, area, and head-related replenishment. 

Figure 13 shows a cross-plot of annual water volume pumped as a function of annual drop in 
water level for the primary aquifer in the study area as provided by the Palouse basin Aquifer 
Committee [6]. The data points (modified from [32]) are for years 1968–2010. The solid line in the  
cross-plot is the best-fit line to the data. The correlation coefficient (r2) is 0.52, showing that the data 
can be reasonably fit by a straight line with slope of 30.6 × 106 ± 4.4 × 106 m and intercept of  
58.34 × 106 ± 1.55 × 106 m3/year. 

 

Figure 13. Annual water level decline vs. pumped volume for the Grande Ronde aquifer 
system. The data points show the historic data since 1968 along with a best-fit line. The 
large blue diamond is the current state. The red dashed line is the predicted state of the 
aquifer system in the event of a sustained drought causing a 15% drop in recharge. The 
red diamond indicates the expected annual water level decline if the current pumpage is 
maintained during the drought. 

3.2. Model Results 

We can make several inferences from the simple model. All the parameters in Equation (5) 
controlling the slope of the best-fit line are not known, so we consider a number of possibilities.  

First of all, we find that the water budget is relatively insensitive to the parameters which we have 
derived by the geophysical methods described above. Regardless of values used for storativity, aquifer 
area, or head-related replenishment, there is a large amount of annual recharge unrelated to head  
(V0 = 58.34 × 106 ± 1.55 × 106 m3/year), accounting for 93.5% ± 2.6% of the current pumped volume, 
but unfortunately not enough to stop long term-water level declines. It is clearly impossible to model 
the aquifer without invoking a considerable amount of annual recharge. 

Second, if the primary aquifer is in fact confined everywhere, then, from our geophysical  
results above, we can set S = 1.5 × 10 4 ± 0.2 × 10 4 and Ac = 620 km2 in Equation (5), leading to  
Sc = 30.51 ± 0.01 m2/year, a result very insensitive to our uncertainty in storativity. In this scenario, 
only 0.02% of the current pumped volume of 62.4 m3/year, comes from storage. 6.5% comes from  
head-related replenishment, and the remainder from recharge. The relatively low percentage of  
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head-related replenishment compared to recharge suggests that constant-head boundary conditions 
should be used with caution in future numerical models of the confined system. Also, the value of 
storativity in the confined system is unimportant and could be off by an order of magnitude without 
affecting the water balance by more than one per cent. 

Third, if the primary aquifer is partly unconfined as the geophysical data suggest, we can estimate  
the maximum area of the phreatic water table. For this case, using our geophysical results, we can 
set S = 1.5 × 10 4 ± 0.2 × 10 4, Sy = 0.355 ± 0.04, Sc = 0, Ac = 620 km2 Au, leading to an Au of at most  
86 ± 8 km2 or 14% of the area of the Moscow-Pullman basin. Under this scenario, 6.5% of the current 
water being pumped comes from storage. Recharge accounts for 58.3 × 106 m3/year, independent of 
head; the remaining 3.1 × 106 m3/year of the water pumped is produced from storage almost entirely 
by gravity drainage of the uppermost aquiferous unit. In future models involving a phreatic water table, 
specific yield does become a relevant parameter, but, nonetheless, a very small contributor compared 
to recharge. 

Fourth, the actual situation could well be a combination of the previous two scenarios, with a 
phreatic water surface over a smaller area releasing water from storage along with the drop in head 
inducing more recharge into the deeper aquifer systems from overlying units or decreasing the flux 
out of the study area to the west. However, these effects on a numerical model will all still be minor 
compared to head-unrelated recharge. 

Finally, we can use our simple model to predict the response of the primary aquifer to a sustained 
drought (Figure 13). If we assume for example, that annual replenishment to the aquifer system is 
reduced by 15% as a result of an episode of continued low annual precipitation, the model shows that 
the annual water level decline would increase four-fold over the current value if current levels of 
pumpage were maintained. 

4. Conclusions 

This study clarifies a number of issues about the primary aquifer system within the Palouse basin 
and should lead to better numerical groundwater models, and more rational planning for the future 
not only for this aquifer system but for any CRBG aquifer should the 21st century prove to be as dry 
as predicted. The storativity of the deeper aquiferous basalt intraflow units is, in fact low, 1.5 × 10 4, 
a value within the range of the many well tests that have taken place, but an order of magnitude or 
more below the values used for these units in previous groundwater models of the aquifer system. 
While the primary aquifer system is generally confined, in the vicinity of Pullman it is apparently 
unconfined with a phreatic water table and a storativity of 0.35, a value far higher than that used in 
previous groundwater models. Thus, the water that is derived from storage throughout the basin is at 
a cost of the lowering of the phreatic water table near Pullman and a general depressurization of the 
primary aquifer system throughout the Moscow-Pullman basin. 

The derived values of aquifer thickness, area, and storativity derived from geophysical methods 
in this study will improve future groundwater models of the primary aquifer, but they will have only 
a second-order effect. The first order unknown is recharge. Although the mechanism remains elusive, 
currently more than 90% of the water pumped annually is replenished by recharge unrelated to head. 
Should that replenishment be halted by a prolonged drought, water level decline would accelerate. 
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Furthermore, if the aquifer system is in fact, partially unconfined, water level drops may be sudden 
as the phreatic table encounters different units at depth. There is no guarantee that the primary aquifer 
system would continue to operate as a unified system as horizontal intraflow pathways get cut off as 
water levels decline. 

Current studies of possible recharge galleries for the Moscow-Pullman basin are focused on the 
eastern side of the basin in hopes of recharging, not the primary aquifer system, but the overlying 
Wanapum system [27]. But this system provides only 10% of the net water supply, mostly in 
Moscow, and it is not clear that replenishing the Wanapum in Moscow will affect the primary aquifer. 
The geophysical results presented here suggest that the most logical location for future recharge 
galleries may be in the Pullman vicinity where the primary aquifer system appears to be unconfined 
and where its phreatic groundwater table is shallow. Two tributaries of the Palouse River have a 
confluence at Pullman. Redirecting the spring runoff in those tributaries into the aquifer system could 
restore historical water levels at Pullman and re-pressurize the confined units throughout the 
Moscow-Pullman basin. 
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Groundwater Abstraction for Irrigation and Its Impacts on 
Low Flows in a Watershed in Northwest Germany 

Hartmut Wittenberg 

Abstract: Low flows of the Ilmenau River (1434 km2) in northwest Germany have decreased by 
about 25% over the last 50 years. In the same period, moderate climate changes have taken place 
and annual groundwater abstractions for sprinkler irrigation have increased by up to 50 hm3 
(million m3), with a strong variation due to the respective prevailing weather conditions.  
Time-series analyses with multiple regression analysis allow detecting and quantifying different 
influences on low flows. It is also shown that farmers allocate irrigation water volumes carefully 
according to seasonal precipitation and temperatures. Decline of groundwater levels in summer and 
the low flow situation are aggravated by the cumulative effect of higher irrigation in drier years. 
Groundwater recharge and recovery of the water table have been observed subsequently during the 
winter season. 

Reprinted from Resources. Cite as: Wittenberg, H. Groundwater Abstraction for Irrigation and Its 
Impacts on Low Flows in a Watershed in Northwest Germany. Resources 2015, 4, 566 576. 

1. Introduction 

In spite of their high impact on environment, forestry, agriculture, waste water disposal, power 
plants, waterways, etc., drought periods in Central Europe were seldom the focus of public 
attention. The hot and dry 1990s, and in particular the drought year 2003, changed this situation as 
it became clear that in spite of its temperate climate, Germany can be hit severely by low flows and 
drought [1], stimulating hydrological research, e.g., [2]. Like other hydrological processes and water 
balances of river basins, low flows are not only subject to climate variability and catchment 
characteristics [3], but also anthropogenic impacts. Due to the superposition of various influences in 
hydrological data, the effect of single factors is not easily quantified. The present study aims at 
establishing relationships between the variation and decrease of low flows in a river in northern 
Germany, meteorological data, and groundwater abstractions for irrigation. 

2. The Study Area 

The Ilmenau River in the north German lowlands (Figure 1) is the largest river of the Lueneburg 
Heath and a tributary of the Elbe River, which drains into the North Sea. Daily average flows have 
been recorded since 1956 at the Bienenbüttel gauging station. The catchment area of 1434 km2 
corresponds roughly to the county of Uelzen. The town of Uelzen is situated in its center at 
approximately 53° N, 10.5° E, and 35 m a.s.l. The landscape was shaped by the Saale glaciation, 
with sandy and loamy soils and a slightly hilly topography with altitudes between 20 and 136 m 
a.s.l. With annual temperature means of around 9 °C and precipitation of about 700 mm (see also in 
paragraph 5), the climate is temperate and humid. Snow in winter melts at the latest in the early 
spring and has no direct impact on low flows in summer. Mean flow is 9.2 m3/s (runoff depth  
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202 mm) and is mainly fed by the shallow groundwater aquifer. The region is characterized by 
agriculture with wheat, potatoes, and sugar beets as the main crops. A large sugar factory is located 
in Uelzen. 

 

Figure 1. Map of northwest Germany with the Ilmenau River basin and Bienenbüttel 
gauging station. 

To ensure high crop yields in dry years, sprinkler irrigation was introduced in the 1950s [4]. 
Because of the low water retention capacity of the soils and sometimes scarce summer rainfalls, 
irrigation is necessary for agricultural production [5]. With an average annual low flow in  
the Ilmenau River of more than half of the mean flow, there is no indication of a serious water 
shortage affecting the biosphere. Nevertheless, the public is very attentive and irrigation farmers find 
themselves generally suspected of wasting water. The quantitative and temporal analysis of 
irrigation as it is actually carried out by farmers in the area is therefore a further aim of this study. 

3. Irrigation in the Ilmenau Basin 

Sprinkler irrigation introduced in the 1950s is still considered by farmers to be the most suitable 
and economical method for growing crops under regional conditions [6]. It is typically performed 
by turntable machines with rain-gun trolleys. The trolley is pulled along the irrigation track by its 
PE (polyethylene) hose, which is wound up by the drum. Slow rotation is provided by a turbine 
driven by the irrigation water. Field strips of several hundred meters in length and about  
30 m width can be irrigated in one application with a typical depth of 30 mm. Figure 2 shows a unit 
in operation. 
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Figure 2. Sprinkler irrigation with pipe drum and rain-gun trolley. 

Water is taken from the Quaternary aquifer at a depth of about 100 m by pumping stations 
owned and operated by the farmers. All wells, groundwater withdrawals, and irrigated areas need 
permission from the local environmental and water authorities [7]. Applications must be backed by 
hydro-geological expertise. The irrigation water depth for the respective areas is limited to 70 mm per 
summer over a seven-year average, i.e., higher abstractions in dry years can be compensated by 
lower ones in wetter summers. Nearly 700 km2 (50%) of the county is farmland. Since the 1950s, 
when irrigation was introduced, irrigated areas were enlarged to about 550 km2. The irrigation 
depth of 70 mm would then need a volume of 38.5 hm3 per year. Depending on the summer 
weather, the actual volumes varied in the observed years between less than 10 and about 50 hm3. 
For the catchment area of 1434 km2 the maximum abstraction corresponds to a 35 mm depth, which 
is about 5% of mean annual basin precipitation (1955–2012) or more than a quarter of the 
precipitation in a very dry summer (May–October 1959: 131 mm). Effects on low flows and 
groundwater storage must be expected. Figure 3 shows the development of registered areas and of 
the groundwater abstractions for irrigation 1977–2012. 

With the objective of ensuring a sustainable management of water resources, the water and 
environmental authorities observe this development. The chamber of agriculture initiated an 
interdisciplinary study of irrigation possibilities for different climate change scenarios and adapted 
technologies [8]. 
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Figure 3. Development of irrigation areas and groundwater abstraction in the 
catchment; registration of areas and groundwater abstractions began in 1977, data: 
County of Uelzen. 

4. Low Flows, Climate, and Groundwater Abstractions 

At the Bienenbüttel gauging station, daily flows have been recorded since 1956. In assessing 
low flows and water levels, the absolute minima of each year are of little significance. Since the 
damage potential of low flow events also depends on their duration, the lowest arithmetic mean 
LQxd of x consecutive daily flow values of every year is used as the assessment variable. The 
annual values LQxd are determined for durations of typically x = 3, 7, 20 days for each water budget 
year. In northern Germany, the relevant low flow events are to be expected in the summer months 
(May–October). 

The time series 1956–2012 of annual low flows LQ20 at the Bienenbuettel/Ilmenau gauging 
station in Figure 4 reveals a significant (t-test) linear downward trend. The strong fluctuations can 
be interpreted as a sequence of different negative and positive trends. It seems that after a decline 
until the end of the 1970s, there is no further clear trend, but instead there is a high variability in 
annual low flows. The physical causes of these variations and inconsistencies of the low flow 
hydrograph can be due to both weather processes and anthropogenic influences. Mean annual basin 
precipitation is also depicted in Figure 4, derived by the Thiessen polygon method using the data of 
13 stations in and around the catchment. It increased statistically by about 100 mm during the 
observation period while evapotranspiration was stimulated by the warming of mean summer 
temperatures of about 1 K. In Germany, the hydrological year is divided into the winter half-year 
(November to April) and the summer half-year (May to October). The latter represents roughly the 
vegetation season. Mean values of catchment precipitation and air temperatures in the two seasons 
in Lueneburg are given in Table 2. Essential impacts are to be expected from groundwater 
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abstractions for irrigation, which are recorded by water meters at all irrigation wells. Annual total 
values for the catchment expressed in m3/s are also shown in Figure 4. 

 

Figure 4. Annual basin precipitation P, summer temperature Ts, 20-day low flows 
LQ20, and groundwater abstractions QI, Ilmenau Basin at Bienenbüttel, 1977–2012. 

5. Multiple Regression Analysis—Low Flows 

Multiple regression is a classic method of data analysis [9] but is rarely used in contemporary 
hydrology. Even state-of-the-art studies on low flows [2] mostly use regression only in its simple 
version and for trend analysis. Unlike the simple trend analysis of low flows which relates all 
changes to time, multiple regression enables the assessment of statistical associations among the 
response variable and primarily independent multiple covariates. The relationship established in 
Equation (1) assumes annual low flows: 

0 1t t t t t t tLQx LQ a PW b PS c PJ d TW e TS f QI−= + ⋅ + ⋅ + ⋅ + ⋅ + ⋅ + ⋅  (1)

where,  

LQxt: x days low flow in the year t in m3/s; 
LQ0: base value of low flow in m3/s; 
PWt: winter precipitation in the year t in mm; 
PSt: summer precipitation in the year t in mm; 
PJt-1: precipitation of preceding water year in mm; 
TWt: mean air temperature, winter of year t in °C; 
TSt: mean air temperature, summer of year t in °C; 
QIt: groundwater abstraction for irrigation in year t in mm. 

With the data set of 1977–2012, there is an over-determined system of 36 equations. Reducing 
the system by the Gauss-Jordan algorithm determines the seven unknowns, i.e., the base value and 
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the six coefficients a to f, according to the least squares criterion. For the 20-day period, low flows 
are obtained: 

20 14.48 0.0030 0.00094 0.0033 0.022 0.049 0.102−= + + + + − −t t t t t tLQM PW PS PJ TW TS QI  (1a)

The coefficients, factors, or weights represent the sensitivity of low flow values to unit changes of  
the variables. Table 1 shows the correlation coefficients of the variables to one another and to the 
dependent variable low flow. Correlations with |R| > 0.33 are significant at the 95% level. In addition, 
the coefficients concerning the registered irrigation areas AI are listed. These values are expected to 
have an influence on the assessment of applied water volumes in Section 7. 

Table 1. Partial correlation coefficients of variables, time series 1977–2012. 

variable PW PS PJt-1 TW TS QI AI 
PW 1       
PS 0.127 1      

Pt-1 0.194 0.092 1     
TW 0.490 0.168 0.020 1    
TS 0.186 0.194 0.181 0.336 1   
QI 0.033 0.618 0.320 0.199 0.472 1  
Ai 0.096 0.259 0.312 0.222 0.310 0.324 1 

LQ20 0.265 0.578 0.116 0.059 0.317 0.735 0.220 

The overall correlation coefficient between the n = 36 calculated values and the data is  
R = 0.865 (R2 = 0.75). As expected, it is considerably higher than all partial coefficients and thus 
demonstrates the advantage of multiple regression over simple regression analysis. The coefficient 
of variation, i.e., the average deviation between data and values by Equation (1a), is 9%. 

The groundwater abstraction for irrigation QI has a significant negative correlation with summer 
precipitation PS and a positive one with summer temperature TS, an indication for disciplined and 
frugal water allocation by the farmers. Higher rainfall reduces the need for irrigation, while higher 
temperatures increase evaporation and irrigation requirements. 

As indicated by the correlation coefficients, the information of the values PS and TS  
with relevance for low flows seems to be largely included in the time series QI. The influence of 
winter temperature TW on low flows is negligible (see Equation (1a)). Therefore, a further multiple 
regression for LQ20 with variables as in Equations (1) and (1a), but without PS, TW, and TS  
was performed: 

20 14.22 0.0032 0.0033 0.1092t t tLQ PW PJ QI−= + + −  (1b)

The correlation coefficient between the observed and calculated low flows is R = 0.863 and the 
coefficient of variation is CV = 9.2%. Thus, the result is practically the same as for Equation (1a) 
and the assumption is confirmed. 

Table 2 contains the mean values from 1977 to 2012 of the input variables in the first line. By 
multiplying with their coefficients or weights according to Equations (1a) and (1b), respectively, 
their contribution to the total value of the low flow is obtained (following lines). 
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First of all, the coefficients are statistical weights that do not necessarily represent partial 
physical flows. However, since the coefficients of the three parameters used in both Equations (1a) 
and (1b) have similar to equal values, it is concluded that the computed partial flows are not purely 
mathematical regressive values but do stand for real water flows. It is worth noting the high 
contributions of winter and the previous year’s precipitation to low flows because of their importance 
for groundwater recharge. 

Table 2. Coefficients and partial flows of LQ20 according to Equations (1a) and (1b). 

variable 
LQ0  
m3/s 

PW  
mm 

PS  
mm 

Pj-1  
mm 

TW  
°C 

TS  
°C 

QI  
mm 

 LQcalc 
m3/s 

mean values  336 376 708 3.79 14.7 18.1  
coefficients 1a  0.0030 0.00094 0.0033 0.022 0.0494 0.1023  

flow 4.48 1.01 0.35 2.34 0.08 0.73 1.85 5.68  
coefficients 1b  0.0032 - 0.0033 - - 0.1092  

flow 4.22 1.08 - 2.34 - - 1.98 5.68  

In this study, one focus is on the influence of groundwater abstraction. As shown in Table 2, the 
respective average annual reduction of low flow LQ20 is about 1.9 m3/s or 25%. Observed low flows 
from 1977 to 2012 and values computed by Equation (1b) are depicted in Figure 5. Annual 
amounts of groundwater abstraction are shown for comparison. By omitting the last term of 
Equation (1b), the influence of groundwater abstraction QI is eliminated and a time series of 
hypothetical uninfluenced low flows obtained. The resulting hydrograph is also shown in Figure 5. 

 

Figure 5. Observed and computed (Equation (1b), dashed line) annual low flow values, 
computed low flows uninfluenced by abstractions (above, dark blue), and groundwater 
abstractions QI. 

As reflected by the above equations, the reduction of annual low flows is higher in drier years 
with more groundwater withdrawal than in moderate years. This is also shown by the empirical 
probability curves in Figure 6. These curves were determined according to the method of “plotting 
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positions”. Data and the computed uninfluenced low flows are respectively sorted in decreasing 
order, and statistical return intervals T are determined for every value according to Equation (2): 

( 1) / ( 1 )T n n m= + + −  (2)

with 
T: return interval in years; 
n: number of data, length of data set; 
m: ranking from 1 (greatest value) to n (lowest value). 

 

Figure 6. Frequency analysis of 20-day low flows. 

The difference between probable low flows with and without groundwater abstraction increases 
with the recurrence interval T. The regressions and calculations described above were also carried 
out for time series of low flows of three- and seven-day durations. Comparable results and 
relationships following the same pattern have been obtained. 

6. Groundwater Impacts 

Low flow occurs when direct runoff has ceased and the river only carries baseflow, i.e., 
groundwater outflow from the adjacent aquifer. Therefore, the lowest annual low flow coincides 
with the lowest groundwater level. Groundwater withdrawal lowers the level but also reduces the 
outflow, preserving, in a sense, the aquifer. At the end of the irrigation period, with lower 
evapotranspiration in the autumn, rainfall leads to a recharge and recovery of the aquifer. The 
respective hydrographs of monthly precipitation P and abstraction QI and daily groundwater levels 
GWL for a sub-catchment of the Ilmenau Basin in the summer season of 1994 are shown in  
Figure 7. Daily values of mobile groundwater storage GWS obtained in another study [10] are also 
depicted. These values were computed from baseflow separated from total flow by using a 
nonlinear reservoir algorithm. 
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In the same study, it was found that, under regional conditions, only about 70% of irrigation 
water is lost for the groundwater, since 30% infiltrates back or prepares the soil for infiltration of 
the next rainfalls. These findings match the results obtained in a different approach [11]. 

While low flows are lowered by groundwater abstractions, the long-term volumes and water levels 
of the aquifer are little affected. Depressions are only observed at some places at higher parts of  
the watershed. Water quantity does not pose substantial problems. However, the preservation of 
long-term groundwater quality by a careful use of fertilizers and agrochemicals remains an 
important issue [12]. 

 

Figure 7. Monthly rainfall P, groundwater abstraction QI, daily values of groundwater 
level GWL, and computed mobile groundwater storage GWS, Eisenbach catchment, 
summer 1994. 

7. Multiple Regression—Groundwater Abstraction 

Except for some smaller test areas, groundwater abstraction data are available per irrigation 
season (April–October) of every year, while precipitation and temperature data are available 
monthly and per season. As given in Table 1, groundwater abstraction QI is significantly correlated 
with summer rainfall PS, summer temperature TS, and irrigated areas AI. The corresponding 
regression had the following result: 

11.6 0.0743 2.56 0.000434 0.82t t t tQI PS TS AI R= − − + + =  (3a)

While the correlation coefficient is high, the coefficient of variation, i.e., the mean deviation of 
calculated values from abstraction data, is 26% and thus not quite satisfying. This is mainly due to a 
fuzziness of the term summer rainfall (April–October). For irrigation requirements and 
management, it makes a big difference whether rains fall early in the growing period rather than 
during or even after harvest. A first step to improving the relationship was the substitution of the 
values of total summer precipitation (April–October) with those of the main irrigation period 
(May–August). A correlation coefficient of R = 0.86 and a mean deviation of 23% were obtained. 
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However, rainfall depth has more or less importance depending on the month of the irrigation 
period. Monthly data of groundwater uptake in some smaller test areas in the watershed [13] from 
1990 to 2011 showed the following temporal distribution of volumes: April 3%, May 17%, June 
30%, July 29%, August 15%, September 4%, and October 2%. Monthly rainfalls were multiplied 
by the percentages. The sum of these products for every year represents a weighted mean value for 
replacing the total summer rainfall. Indeed, the partial correlation of groundwater abstraction with 
the new variable is closer (R = 0.73) than with summer rainfall (R = 0.62; Table 1). The 
improved relationship is: 

9.02 0.419 2.48 0.0004 0.89t t t tQI Pwei TS AI R= − − + + =  (3b)

The result is shown in Figure 8. The annual weighted means of seasonal rainfall Pwei are plotted 
for comparison. The mean deviation between data and computed values is 21%. This seems high, 
but it must be seen in the context that the variation coefficient (standard deviation/mean) of the 
annual abstractions is more than double (47%). It is also noticeable that this variation is essentially 
preserved in the computed series of QI (42%), though they are based on variables with much lower 
variation coefficients, Pwei (23%), TS (4%), and AI (19%). Other than with single regression, where 
variation is determined (and damped) by the independent variable, this is possible by the 
superposition effects of multiple regression. 

 

Figure 8. Recorded and computed (Equation (3b), dashed line) annual groundwater 
abstractions QI, weighted means of seasonal rainfall Pwei. 

8. Conclusions 

Multiple regression analysis allows distinguishing and quantifying the influence of different 
climatic and man-made variables such as precipitation, temperature, and groundwater withdrawal on 
annual low flows. It was found that groundwater abstraction for irrigation in the Ilmenau Basin 
accounts for an average decrease of low flows of about 25%. The groundwater levels and long-term 
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volumes recover during the winter season. The annual abstraction volume is highly correlated  
with rainfall depth in the vegetation season, summer air temperature, and irrigation area. It is  
thus evident that groundwater abstractions in the Ilmenau Basin are based closely on actual 
irrigation requirements. 

Acknowledgments 

Thanks go to the Water Authority Landkreis Uelzen (Claudia Boik and Carolin Kuschel) for 
groundwater abstraction data and advice, to the water autority NLWKN Lüneburg (Daniel 
Gauglitz) for flow data and to Ulrich Ostermann, District Association of Water and Soil 
Associations Uelzen, for advice and communication about the temporal water distribution. 

Conflicts of Interest 

The author declares no conflict of interest. 

References 

1. Droughts Germany. Available online: http://www.climateadaptation.eu/germany/droughts/ 
(accessed on 20 June 2015). 

2. Hisdal, H.; Stahl, K.; Tallaksen, L.; Demuth, S. Have streamflow droughts in Europe become 
more severe or frequent? Int. J. Climatol. 2001, 21, 317–333. 

3. Van Loon, A.F.; Laaha, G. Hydrological drought severity explained by climate and catchment 
characteristics. J. Hydrol. 2015, 526, 3–14. 

4. Brühmann, G. Untersuchung des Wasserhaushaltes im Uelzener Becken (Water balance 
investigation in the Uelzen Basin). Wasser Boden 1982, 2, 51–57. 

5. Riediger, J.; Breckling, B.; Nuske, R.; Schröder, W. Will climate change increase irrigation 
requirements in agriculture of Central Europe? A simulation study for Northern Germany.  
Environ. Sci. Eur. 2014, 26, doi:10.1186/s12302-014-0018-1. 

6. FAO Sprinkler Irrigation. Available online: www.fao.org/docrep/s8684e/s8684e06.htm 
(accessed on 20 June 2015). 

7. Ostermann, U. Grundwasserentnahme für landwirtschaftliche Beregnung aus Sicht einer 
Unteren Wasserbehörde (Groundwater abstraction for agricultural irrigation from the 
perspective of a water authority). Mitt. NNA 1998, 3, 47–50. 

8. LWK, Landwirtschaftskammer (Chamber of Agriculture) Niedersachsen. No Regret—Genug 
Wasser für die Landwirtschaft?! (Enough Water for Agriculture?!); Schulz, E., Ed.; LWK 
Niedersachsen: Uelzen, Germany, 2008. 

9. Gauss, C.F. Theoria Combinationis Observationum Erroribus Minimis Obnoxiae (Theory of 
Combination of the Observations Subject to Smallest Errors); H. Dieterich: Göttingen, 
Germany, 1823; pp. 1–58. 

10. Wittenberg, H. Effects of season and man-made changes on baseflow and flow recession: Case 
studies. Hydrol. Process. 2003, 17, 2113–2123. 



71 
 

 

11. Wessolek, G.; Renger, M. Einfluss der Beregnung auf den regionalen Wasserhaushalt 
(Influence of irrigation on the regional water balance). Wasser Boden 1987, 3, 112–114. 

12. Lewandowski, J.; Meinikmann, K.; Nützmann, G.; Rosenberry, D. Groundwater—The 
disregarded component in lake water and nutrient budgets. Part 2: effects of groundwater on 
nutrients. Hydrol. Process. 2015, 29, 2922–2955. 

13. Ostermann, U. Water and Soil Association, Uelzen, Germany. Personal Communication, 2014. 



72 
 

 

Groundwater Challenges of the Lower Rio Grande: A Case 
Study of Legal Issues in Texas and New Mexico 

Elizabeth Wheat 

Abstract: In 1938, Texas, New Mexico, and Colorado signed the Rio Grande Compact, establishing 
terms of apportionment for some of the water from the Rio Grande for the three states. Following 
congressional approval in 1939, this compact governs water allocation in a region with a variable 
climate and frequent drought conditions and established the Rio Grande Compact Commission, 
comprised of a commissioner from each state and one from the federal government, to enforce the 
compact. With an increasing population and declining surface water supply, the Compact has been 
tested among the parties and within the states themselves. In a case currently before the U.S. Supreme 
Court, Texas v. New Mexico and Colorado (2013), Texas claims New Mexico is violating the 
Compact and Rio Grande Project Act by using water in excess of its apportionment through its 
allowance of diversions of surface and groundwater. The issue is further compounded by disputes 
within Texas over separate legal regimes for groundwater and surface water. Combined with growing 
scarcity issues, the allocation of water in the Lower Rio Grande presents a timely natural resource 
challenge. This review explores legal issues involved in the case as well as growing challenges of 
population growth, agricultural development needs, and water shortages. 

Reprinted from Resources. Cite as: Wheat, E. Groundwater Challenges of the Lower Rio Grande:  
A Case Study of Legal Issues in Texas and New Mexico. Resources 2015, 4, 172 184. 

1. Introduction 

The Rio Grande flows 1900 miles from the San Juan Mountains in Colorado before reaching the 
Gulf of Mexico [1]. It is the fifth longest river in the United States and forms a 1255-mile border 
with Mexico. Both countries share the Rio Grande/Bravo watershed of 335,000 square miles, 
necessitating international cooperation on the river’s supply and health [2]. On the United States side, 
75% of the water is allocated for agriculture, which means many of the disputes over water rights 
involve competing economic decisions [2]. This article will look at a current case before the U.S. 
Supreme Court between Texas, New Mexico, and Colorado over the Rio Grande Compact 
(“Compact”) and each state’s legal obligations for managing and sharing water of the Lower Rio 
Grande. To help the reader understand the context of the case before the Supreme Court I begin with 
a summary of the Compact and then discuss state water regimes in Texas and New Mexico. 
Colorado’s state water laws are omitted because the Supreme Court case is primarily a dispute 
between Texas and New Mexico; Colorado is only listed because it is a party to the original Compact. 
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2. Discussion 

2.1. Development of the Rio Grande Compact 

Historically, groundwater availability in the Southwest became a point of contention as the 
region’s population grew due to mining and agricultural development, placing a greater strain on 
available water resources. These land uses shaped the development of several water doctrines that 
varied by region or state, and created a complicated legal regime in which the federal government 
began working to address the water challenges and needs of the expanding country [3]. These legal 
regimes of riparian rights and prior appropriation will be discussed in greater depth in Section 2.3. 

To address these water needs, President Roosevelt signed the National Reclamation Act in 1902 
to use revenue from public land sales for large-scale irrigation projects that would store, divert, and 
maintain water in the arid states. This ushered in the Big Dam era of the 1930s, with peak construction 
from 1950 to 1980 [3,4]. Dam advocates promised these structures would generate rapid change, 
help with forest fire responses, and improve irrigation, navigation, and water storage. Opponents 
argued there were less expensive options for taxpayers and cautioned about the unknown 
environmental effects [5]. A “water bureaucracy” between the Army Corps of Engineers, Bureau of 
Reclamation, and Tennessee Valley Authority was tasked with facilitating these water projects with 
the states. As part of the dam construction, large reservoirs were also created and these become an 
integral point in the dispute between Texas and New Mexico. 

While the United States is expanding dams during the Progressive Era, challenges with the 
country’s neighbor to the South arose. In the late 1800s, the United States enacted an embargo on 
development of reservoirs on federal lands. The embargo was part of a dispute between the U.S. and 
Mexico, resulting in a 1906 treaty to lift the embargo, but it was only the beginning of disagreements 
between the two countries or between the states involved. The Harmon Doctrine states a country is 
sovereign over the international waters within its borders, but the U.S. has never followed it in 
practice and instead chose to consider Mexico’s needs in managing this international watercourse on 
the United States side [6]. The U.S. government then reinstated the embargo and instructed Colorado, 
Texas, and New Mexico to develop the Rio Grande Compact where each state would receive an 
adequate water supply along the Rio Grande. The agreement placed a limit on water use for each 
state using a credit and debit system [7,8]. 

Congress approved the Compact in 1939. It applies to use of waters of the Rio Grande above Fort 
Quitman, Texas, delivery of water from Colorado to New Mexico near the state line, and from New 
Mexico to Texas above the Elephant Butte Reservoir [9]. The Elephant Butte Reservoir’s 
construction occurred between 1911 and 1916, with the fill beginning in 1915. It can store up to 
2,056,010 acre-feet of water and supplies irrigation water supply for 178,000 acres of land and 
electric power for surrounding communities [10–12]. As of January 2015, the Elephant Butte 
Reservoir is approximately thirteen percent full, but the ongoing drought and increased temperatures 
in the Southwest will further complicate water available for irrigation and obligations for New 
Mexico under the Compact [13,14]. During a drought period, farms must pump from underground 
water sources to sustain their crops instead of water from the Elephant Butte or Percha Dams. New 
Mexico river flows are projected to decrease and scientists warn that if existing water use patterns 
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do not change, the state will run a deficit for its required Compact contributions [15]. In many parts 
of Texas, heavy groundwater pumping for agriculture is rapidly depleting available groundwater 
resources. For example, the Ogallala Aquifer’s pumping rate is six times greater than its recharge 
rate and this aquifer supplies a majority of the state’s groundwater supplies [16]. The urgency of 
these water problems and forecasts of a worsening drought demonstrate the importance of resolving 
the current Compact dispute. 

2.2. Requirements of the Compact 

For the Colorado portion of the Compact, there are four index stations located at the Rio Grande 
headwaters and a schedule of water deliveries. A credit and debit system allows for water to be stored 
in the Elephant Butte and Caballo Reservoirs [9]. According to Craig Cotton, the Colorado Division 
Engineer from the Rio Grande Division, the Compact requires the state deliver water from the Rio 
Grande (approximately 27%–28% of average flow) and its main tributary, the Conejos River 
(approximately 38% of average flow) [7]. This is measured by hydrologic flow curves that account 
for conveyance losses. The challenging aspect for the state is it must project its water needs in 
advance of actual need. For low flow periods, Colorado’s projections are prioritized, but in high flow 
periods the state’s delivery obligations increase. One hundred percent of excess water must be sent 
to New Mexico and Texas during extremely high flow periods and farmers are prohibited by the state 
from diverting water that flows by their property [7]. 

New Mexico must deliver a set amount of water to the Elephant Butte Reservoir, approximately  
105 miles north of the Texas state line. The Bureau of Reclamation then allocates water between the 
Elephant Butte Irrigation District (EBID) and El Paso County Water Improvement District 
(EPCWID) No. 1 [17]. EBID is an 8500-member irrigation district that delivers river water in the 
southern area of Sierra County and Doña Ana County [18]. It receives 57% of the reservoir water 
and the EPCWID receives 43%. 

2.3. State Water Regime: Texas 

Texas’ legal system divides water into several classes—surface, groundwater, atmospheric—each 
of which is governed by separate legal systems. For surface water, Texas is a dual doctrine state, 
recognizing both riparian and prior appropriation legal regimes. A majority of the state’s water law 
focuses on surface water, with very little on groundwater or atmospheric moisture [19]. It is important 
to note surface water rights are considered property rights in Texas [20]. Surface water is defined in 
the Texas Water Code (§11.021) as “water of the flow underflow and tides of every flowing river, 
natural stream, lake, bay, arm of the Gulf of Mexico, and stormwater, floodwater or rain water of 
every river, natural stream, canyon, ravine, depression, and watershed in the state” [20]. 

Riparian doctrine governs surface waters, giving rights to the water based on ownership of land 
adjacent to a natural river or stream [21]. An individual’s water rights are directly connected to the 
land owned and may be freely exercised as long as the use is reasonable [21]. Riparian rights 
originated from Hispanic legal principles during Spanish settlements and continued with the Mexican 
government and through the Republic of Texas until 1840 when the state’s Congress adopted English 
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common law [19]. Under common law, courts develop rules for riparian owners based on cases over 
water conflicts. Realizing the problematic nature of riparian doctrine for arid areas where water and 
riparian land are both limited, the prior appropriation doctrine was adopted around 1900 and water 
rights must be acquired from the state through statutory processes. 

Under prior appropriation (Texas Water Code §11.027), the first person receiving a permit has 
senior water rights to any subsequent permit holders. In contrast to the case-based nature of the riparian 
doctrine, prior appropriation is based on statutes and rights are acquired by complying with these 
statutes [21]. This “first in time, first in right” approach can be altered by the Texas Commission on 
Environmental Quality (TCEQ) if there is an imminent threat to public health or safety through an 
emergency permit, order, or amendment to an existing permit under Texas Water Code §11.139. 
Compensation must be made to the water right holder for water taken to address the emergency [20]. 

Since the appropriation doctrine was adopted, state water agencies faced administrative challenges 
recognizing and protecting these new rights while remnants of the riparian system remained law. 
Conflicting records and duplicate allocation of waters under both systems greatly complicated 
management of the state’s surface water [19]. Following the failure of a judicial resolution for state 
water rights in the State v. Hidalgo County Water Control and Improvement District No. 18 (1967) 
case, Texas passed the Water Rights Adjudication Act. This statute merged the riparian rights system 
into the prior appropriation system, creating an adjudication procedure administered by the Texas 
Water Commission, now known as the Texas Natural Resource Conservation Commission [19]. This 
adjudication process has been upheld as constitutional and a comparatively more efficient system of 
permits and allocation of water rights exists because there is now a unified water system instead of 
two competing regimes [21]. 

For groundwater, Texas law divides it into two classes: percolating groundwater and water 
flowing in well-defined underground streams [19]. All groundwater is presumed to be percolating 
unless otherwise proven and is governed by the rule of capture, granting landowners rights to capture 
water beneath their property [21]. Based on the Texas Supreme Court case Houston & T.C. Ry. V. 
East (1904) upholding English common judge-made law, a landowner can pump and use the water 
on his/her land with few restrictions, regardless of the impact on adjacent landowners [19,22]. 
Groundwater provides 60% of the 16.1 million acre-feet of water used in the state of Texas with 80% 
of the groundwater used for crop irrigation [16,23]. Comparable usage statistics for the entire Lower 
Rio Grande are difficult to obtain with the United States Geological Survey’s most recent data 
published in 1985. At that point in time, 77% (900,000 acre-feet) of the groundwater drawn from the 
Rio Grande aquifer was used for agricultural purposes and 15% (180,000 acre-feet) was used for 
public supply primarily in Albuquerque, Las Cruces, and Sante Fe [24]. Statistics from the  
Bureau of Reclamation project a shortfall of 592,084 acre-feet of water per year in addition to  
86,438 acre-feet needed due to climate change, for a projected total demand of 678,522 acre-feet in 
the year 2060 [25]. 

In 1949, Texas passed a law to create local groundwater conservation districts (GCDs) for 
underground water and to exert controls over groundwater uses by landowners. Texas manages much 
of its groundwater through these Groundwater Conservation Districts (GCDs) created by the 
legislature under Article XVI §59 of the Texas Constitution or by the TCEQ, which has primary 
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jurisdiction of state groundwater regulations [26,27]. Each GCD is mandated to have a groundwater 
management plan (GMP), regulate spacing and well production, and monitor conditions of the 
district’s aquifers. The Texas Water Development Board must approve the groundwater management 
plans of these districts and as of December 2014, there are 96 confirmed districts and all management 
plans for these districts have received approval [28]. GCDs are authorized to regulate the amount of 
water withdrawn from the aquifers with little process for appeal [29]. According to the Texas 
Administrative Code §356.52, a GMP must specify the district’s ground water goals which include 
the following: “The most efficient use of groundwater, controlling and preventing waste of 
groundwater, controlling and preventing subsidence, addressing conjunctive surface water 
management issues, addressing natural resource issues, addressing drought conditions, addressing 
conservation, groundwater recharge, and desired future aquifer conditions” [27]. There are also 
Groundwater Management Areas (GMAs), required as of 2005, to develop desired future conditions 
(DFCs) for aquifers crossing political boundaries. Six regional aquifer alliances exist in Texas and 
the Texas Water Development Board (TWDB) acts as the overseeing state actor [30]. The TWDB’s 
responsibilities include conducting groundwater studies, monitoring water levels and quality, 
reviewing the GMPs, and conducting investigations to help policymakers and legislators [16]. Local 
governments may also receive grants from the TWDB for water supply projects. Most central to the 
legal water rights issues discussed in this paper, the TWDB administers the Texas Water Bank to 
facilitate the transfer, sale, and lease of water rights in the state [31]. 

The proposed development and sale of groundwater by private companies looking to expand their 
businesses and revenue illustrates one challenge Texas faces with groundwater allocation and 
managing increasing water shortages. The Val Verde Water Company proposes pumping 16 billion 
gallons a year for sale to cities in need of water such as San Antonio or San Angelo. The San Antonio 
Water System (SAWS) solicited private sector company proposals for developing new water supplies 
in the area, but announced in February 2014 that the three pumping projects in the final round  
of consideration would be tabled and SAWS would instead pursue desalination plans for brackish 
water [32]. SAWS President Richard Puente said, “Groundwater law in Texas leaves too much 
uncertainty and risk for the private and public sectors. I hope that the proposers and cities across the 
state will join SAWS in calling for the Legislature to change the law so Texans can build projects to 
meet growing future demand” [32]. Opponents are concerned increased groundwater pumping 
proposals such as Val Verde’s, would jeopardize water from Devils Lake which feeds into Lake 
Amistad on the Texas-Mexico border and the Lower Rio Grande. The importance of this proposal is 
to show the growing demand and need for water and willingness of private companies to step in and 
provide services for the government. If Texas chooses to contract for these kinds of plans, it will 
become critical for the GCDs and TCEQ to closely monitor the pumping and greater environmental 
risks of brackish groundwater pumping [33]. 

For the third and final class of Texas water regimes, the state’s courts have taken the unique 
approach of finding water rights for atmospheric moisture since interest in weather modification grew 
post-World War II. While it is not the only state recognizing such rights, Texas affords more rights 
than any other state in the country [19]. In Southwest Weather Research, Inc. v. Duncan (1958), the 
court said, “We believe that the landowner is entitled…to such rainfall as may come from clouds 
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over his own property that nature in her caprice may provide” [19]. Following the Weather 
Modification Act of 1967, the Texas Water Development Board gained control of weather 
modification and the Texas Water Commission issues licenses and permits for modification 
operations [19]. This class of rights will not factor into the Supreme Court dispute, but it is important 
to briefly discuss and provide the reader with a full picture of water classes in the state. 

2.4. State Water Regime: New Mexico 

New Mexico’s water law can be divided into state law, interstate law (such as the Compact), 
federal law, and Native American historic use water rights. The state is party to several water 
allocation arrangements, including settlement agreements with First Nations through the New 
Mexico Office of the State Engineer, but the Compact will be the primary focus since it is at the 
center of the Supreme Court dispute [22]. New Mexico Statutes Annotated (NMSA) §72-1-1 (1907) 
recognizes surface-water rights, later extended by the legislature in 1941 to include underground 
waters defined as “underground streams, channels, artesian basins, lakes, and reservoirs having 
‘reasonably ascertainable boundaries’” [34]. Article XVI, §3 of the state Constitution describes the 
state’s doctrine of prior appropriation and defines beneficial use for New Mexico. Implementation 
of this doctrine in New Mexico resembles the Texas surface water approach prior to their unified 
water system, with the first user (senior appropriator) having the right to take and use the water over 
a junior appropriator in times of drought [34]. 

In contrast to Texas treating surface and groundwater separately, New Mexico administers its 
water regime through a conjunctive water management approach established by the decision in City 
of Albuquerque v. Reynolds (1962) [35,36]. Conjunctive water use looks at the hydrologic connection 
between surface water and groundwater, and develops a system of timing by shifting when and where 
water is stored based on availability. Conjunctive water management uses this water use approach, 
but adds monitoring, evaluation of the monitoring data, and works to develop local management  
plans [37]. New Mexico’s Supreme Court has upheld this management approach and recognizes the 
State Engineer as having jurisdiction over the Lower Rio Grande Basin [38]. The New Mexico 
Environmental Improvement Board (NMEIB) and the New Mexico Water Quality Control 
Commission (NMWQCC) hold the responsibility for adopting regulations and setting groundwater 
standards, with the NMWQCC is the official water pollution control agency in the state [34]. There is 
ongoing litigation in New Mexico over surface and groundwater rights in the state such as the Aquifer 
Science LLC or Augustin Plains Ranch cases, but for the purposes of this article, the Supreme Court 
case is the primary focus [39,40]. 

2.5. Case before the Supreme Court 

The TCEQ argues New Mexico’s groundwater pumping is reducing the flow of the Rio Grande 
and therefore violates terms of the Compact [41]. Texas claims New Mexico’s issuance of permits 
for 2500 wells between the Elephant Butte Reservoir and state line are reducing the amount of water 
Texas receives [17,12]. The state does not dispute that New Mexico is delivering the required amount 
of water to the reservoir, but alleges the Compact’s purpose or intent is violated by water diversion 
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prior to delivery to Texas [42]. The suit states, “The Rio Grande Compact is predicated on the 
understanding that delivery of water at the New Mexico-Texas state line would not be subject to 
additional depletions beyond those that were occurring at the time the Rio Grande Compact was 
executed” [13]. In Texas v. New Mexico and Colorado (2013), Texas is asking the Court to stop New 
Mexico’s diversions, compensate the state for water it has removed through the diversions, and 
specify the amount of water Texas is entitled under the Compact [17,42]. The state has allocated  
$5 million for litigation in this case based on the FY 2014 budget [13]. 

New Mexico’s response to the depletion claims is that the Compact does not mandate a specific 
amount of water to be delivered to Texas-New Mexico state line and only requires a certain amount 
be delivered into the reservoir. Additionally, New Mexico contends the area between the reservoir 
and Texas state line falls under New Mexico law. Governor Susana Martinez stated New Mexico 
“will not cede one inch of New Mexico water to Texas” [17] Attorney General Gary King said he 
felt Texas is “trying to rustle New Mexico’s water and is using a lawsuit to extort an agreement that 
would only benefit Texas while destroying water resources for hundreds of thousands of New 
Mexicans” [13]. 

EBID, at the center of the dispute, is under New Mexico law for groundwater, but is combined 
with Texas under the Compact for river water regulation. In 2008, EBID signed an Operating 
Agreement with the federal government and its Texas counterpart, EPCWID, in El Paso to share 
water and avoid a legal battle between the states [1]. The agreement allowed water to be carried over 
from one year to the next. EBID believes this agreement has been successful, potentially distancing 
the district from the state’s Compact dispute with Texas [43]. When it comes to the Supreme Court 
dispute, EBID Manager Gary Esslinger said, “We’ll not necessarily be taking New Mexico’s side or 
taking Texas’ side” [18]. Esslinger notes the 2008 agreement guarantees farmers in Texas receive 
their share of river water and the success of the agreement positions EBID well before the Supreme 
Court in the current case. The New Mexico State Engineer then sued Texas to overturn this Operating 
Agreement in New Mexico v. United States, EBID, EPWCID#1 (2011), but the lawsuit was stayed 
by Justice Browning, pending the Supreme Court case that is the focus of this research [12]. 

Texas v. New Mexico and Colorado (2013) proceeded directly to the United States Supreme Court 
because the Court has original jurisdiction in disputes between two or more states under Article 3 §2 
of the Constitution [44]. For this type of case, a state is required to file a motion seeking permission 
to file the complaint and submit a brief explaining why the Supreme Court should hear the dispute [42]. 
Original jurisdiction cases can proceed directly to the Supreme Court without going through the 
lower federal courts and the justices do not have to provide an explanation as to why they accept or 
deny a given case. Texas filed the required motion for this case in January 2013 [45]. The Court will 
consider three factors in making the decision whether to hear the case: if the case is really between 
states (and not state agencies), seriousness of the dispute, and whether there is an alternative forum to 
hear the dispute [42]. 

The case centers on Texas and New Mexico and their pumping next to the Rio Grande, but as a 
party to the Compact, Colorado is implicated [7]. A complicating factor to the Compact and case is 
that Texas does not treat surface and groundwater as part of the same water system, meaning it does 
not use a conjunctive water management approach, though both its 1969 and revised 1984 water 
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plans specify conjunctive water management as a desirable goal [28]. Texas landowners have the 
right to capture which gives them the ability to use the groundwater on their land [30]. The Compact, 
Texas, and Colorado all have separate legal regimes for surface water and groundwater, with Texas 
placing very few restrictions on water use and New Mexico as the only state operating a conjunctive 
water management system. When trying to reach a judicial resolution for Compact disputes, this wide 
variation of legal doctrines makes it difficult [7]. 

In January 2014, the Supreme Court issued an order explaining that it may have jurisdiction in the 
dispute between Texas and New Mexico, but also suggested New Mexico file a motion to dismiss 
the action. Gary King, Attorney General for the State of New Mexico described this order in saying, 
“Clearly, I was hoping for a different outcome, however, I am not surprised. I am confident that the 
Court takes such state to state disputes very seriously and we look forward to being able to tell New 
Mexico’s side of the story and to have our day in Court” [15]. 

On 9 July 2014 the Supreme Court distributed this case for the 29 September 2014 conference.  
This indicates the court is considering the petition to hear the case, but not yet decided whether it 
will hear oral arguments and issue a ruling. On 3 November 2014, the court appointed a Special 
Master to do the following: fix the time and conditions for the filing of additional pleadings, to direct 
subsequent proceedings, to summon witnesses, to issue subpoenas, and to take such evidence as may 
be introduced and such as he may deem it necessary to call for [46]. As of the time this article was 
submitted for publication, a 29 January 2015 deadline has been set for all parties to file motions. 
Thus far, the following parties have filed amicus briefs: Hudspeth County Conservation and 
Reclamation District No. 1, El Paso County Water Improvement District No.1, City of El Paso, 
Texas, City of Las Cruces, and the Solicitor General of the United States. 

2.6. Potential Impacts of a Supreme Court Decision 

One possible effect of a Supreme Court ruling in favor of Texas are groundwater pumping 
limitations for crops grown in New Mexico such as pecan, chile, and onion. Pecans depend on a 
constant reliable supply of water and pumping limitations could harm these crops and in turn reduce 
property values of farmers owning orchards [15]. In contrast to large-scale farming operations, pecan 
farms in the state are often family businesses and thus farmers face greater risks for pumping 
limitations and are less able to absorb rising costs of obtaining more water or smaller crops. Pecans 
generate over $100 million annually to New Mexico and account for one-third of the country’s  
pecan production combined with California and Arizona [47]. The New Mexico Pecan Growers 
(NMPG) [48] worked with the EBID to formulate an equitable settlement of water rights for all  
crops [49]. The final settlement went beyond pecans to specify water allocations for all crops in the 
Lower Rio Grande basin in compliance with the Compact. Until this agreement is appealed or the 
Supreme Court rules on the allocation, water rights will be appropriated as agreed [50,51]. 

Whereas high use crops like pecans need larger amounts of water, often in excess of the standard 
allotment, vegetable crops can use less water but it must be more frequent and of a higher quality [34]. 
New Mexico’s strong chile industry generates over $400 million annually for the state’s economy 
and sustains more than 4000 jobs. The cities of Deming and Hatch, self-proclaimed “Chile Capital 
of the World,” and homes to much of the state’s chile crop, have received rain recently, but depend 



80 
 

 

on a heavy snowpack from the northern mountains into the Rio Grande to sustain water supplies [52]. 
Chile and pecan farmers received twice as much water for irrigation in 2014 as they did in 2013, but 
this is allotment is lower than their normal water amount. Some farmers argue groundwater is 
preferable for crop irrigation because it is comparatively cleaner and has fewer plant diseases, but it 
can be more saline and costly. Using groundwater for irrigation can also be more time-consuming 
compared to irrigation from river water [53]. As the drought reduces river water, wells pump less 
and become limited as to how much can be pumped for a single irrigation. Reduced single irrigation 
can decrease a chile crop yield by 5%, but the reduction for crops like onions could be as high as 
30% yield reduction [54]. Without the recharge into the Rio Grande and thus into Elephant Butte 
Lake and the Caballo Reservoir, the underground water supply and irrigation for cities such as Hatch 
could be jeopardized, placing economically valuable crops at risk. 

A challenge for all three states involved is maintaining water flow to designated critical habitats 
along the Rio Grande for endangered species under 16 U.S.C. §1533 of the Endangered Species Act 
(ESA). The ESA’s purpose is to protect at-risk species from extinction and from being harassed or 
harmed. Harm is defined as “An act which actually kills or injures wildlife. Such act may include 
significant habitat modification or degradation where it actually kills or injures wildlife by 
significantly impairing essential behavioral patterns, including breeding, feeding or sheltering” [55]. 
In July 2014, Wild Earth Guardians filed suit in federal district court against the Middle Grande 
Conservancy District, claiming Article 9 ESA violations for the District’s diversion of water from 
the Rio Grande at four separate dams along the river. Wild Earth Guardians claim this diversion has 
harmed the critical habitat and essential behavioral patterns of the endangered Rio Grande silvery 
minnow and the Southwestern willow flycatcher [56]. Any resolution to water disputes of the Rio 
Grande will have to answer ESA situations such as these or face additional litigation. 

3. Conclusions 

Combined with population growth on both sides of the Mexico-United States border, severe 
drought projections, increased demand for water, agricultural needs, and the added pressure these all 
place on the Rio Grande, resolving the allocation issues of the Compact will become increasingly 
urgent for all states involved. The legal dispute before the Supreme Court may take years and millions 
of dollars to resolve, including the possibility of the Supreme Court declining to issue a ruling, but 
the drought and water shortages are pressing problems which New Mexico, Texas, and Colorado 
need to address soon in order to avoid greater problems in the future. 
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Groundwater Quality Changes in a Karst Aquifer of 
Northeastern Wisconsin, USA: Reduction of Brown Water 
Incidence and Bacterial Contamination Resulting from 
Implementation of Regional Task Force Recommendations 

Kevin Erb, Eric Ronk, Vikram Koundinya and John Luczaj 

Abstract: In the Silurian Dolostone region of eastern Wisconsin, the combination of thin soils and 
waste application (animal manure, organic waste) has led to significant groundwater contamination, 
including Brown Water Incidents (BWIs—contamination resulting in a color or odor change in 
well water) and detections of pathogen indicator bacteria such as E. coli and others. In response, a 
Karst Task Force (KTF) was convened to identify risks and recommend solutions. This article 
looks at the impact eight years after the 2007 Karst Task Force report—both the actions taken by 
local resource managers and the changes to water quality. We present the first regional analysis of 
the 2007 Karst Task Force report and subsequent regulatory changes to determine if these 
regulations impacted the prevalence of wells contaminated with animal waste and the frequency of 
BWIs. While all of the counties in the KTF area promoted increased awareness, landowner/ 
manager and waste applicator education alone did not result in a drop in BWIs or other water 
quality improvements. The two counties in the study that adopted winter manure spreading 
restrictions on frozen or snow-covered ground showed statistically significant reductions in the 
instances of BWIs and other well water quality problems.  

Reprinted from Resources. Cite as: Erb, K.; Ronk, E.; Koundinya, V.; Luczaj, J. Groundwater 
Quality Changes in a Karst Aquifer of Northeastern Wisconsin, USA: Reduction of Brown Water 
Incidence and Bacterial Contamination Resulting from Implementation of Regional Task Force 
Recommendations. Resources 2015, 4, 655 672. 

1. Introduction 

Karst regions are widespread across the world, and approximately 20%–25% of the global 
population depends on groundwater resources obtained directly from karst aquifers [1]. Karst 
aquifers are particularly vulnerable to microbial pathogens and other introduced substances resulting 
from surface land use activities due to a lack of filtration in the aquifer and short subsurface residence 
times [2]. Microbial pathogens include bacteria, viruses, and protozoan parasites. Conduits, such as 
sinkholes and swallow holes, provide direct access points that connect water in the surface 
environment to the karst aquifer below, often bringing with it contaminants that would not normally 
enter the aquifer by diffuse recharge, such as phosphate, pesticides, and pathogens [2]. Regions of 
karst bedrock with little or no soil or unconsolidated sediment cover are especially vulnerable.  

Impacts to karst aquifers from pathogens and nitrates have been reported in karst aquifers from 
many parts of the world (e.g., [2–6]), and contamination from multiple sources, including animal 
waste, are well documented in parts of Wisconsin and the Midwestern United States where a 
regional Paleozoic karst aquifer is present (e.g., [7–13]), In Wisconsin, contamination from 
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pathogenic indicator bacteria is often associated with “brown water” incidents (BWIs), resulting in 
a color or odor change in well water. BWIs have occurred for decades throughout northeast 
Wisconsin, often in the spring during snowmelt after application of bovine (dairy) manure on 
agricultural fields. Between 2006 and mid-2014, sixty-four well replacements were subsidized 
throughout Wisconsin due to confirmed contamination by livestock manure [7]; three-quarters of 
those wells were located in areas rated as having a significant to extreme vulnerability to 
groundwater contamination related to karst-type landscape features (e.g., sinkholes, disappearing 
streams, surface carbonate rock outcrops, and fracture traces) [13]. 

Thin soils are a particular risk factor for microbial impact and nitrate contamination of karst 
aquifers (e.g., [13,14]), Risk for groundwater contamination in karst aquifers as a result of manure 
application is higher when manure is liquid (< ~12% solids); surface applied outside the normal 
growing season to wet, frozen, or bare frozen soils; applied to a wet snowpack ready to melt, or 
immediately prior to significant rainfall [14]. Ronk and Erb [15] noted that in Wisconsin, a 
majority of animal waste surface water contaminations due to runoff occur in the late winter runoff 
period. In particular, land application of manure on frozen soils in the Midwestern United States 
has seen increased attention because of concerns of the negative effects on surface water and 
groundwater quality [13,16].  

This article focuses on a four-county region in northeastern Wisconsin, USA (Figure 1a).  
Luczaj [17] provides a more detailed description of the geology in the study area, but a basic 
description of the geology is included here as necessary context. Paleozoic age sedimentary rocks, 
including dolostone and shale, underlie the region and dip gently eastward toward the ancestral 
Michigan basin [17]. The landscape displays relatively moderate topography, except along the 
Niagara Escarpment, which locally has cliffs and steep slopes as high as 70 m. The escarpment 
occurs along and near the western edge of the Silurian dolostone in the region (Figure 1b) where 
the underlying Maquoketa shale has been preferentially removed by erosion. Bedrock across the 
entire study area is overlain by Pleistocene glacial till, glaciofluvial sediments and lacustrine 
sediments that range in thickness from <1 m to >100 m in buried bedrock valleys. The portions of this 
four-county area that are most heavily impacted by nitrates, pathogens and pathogenic indicators, and 
BWIs are located east of the Niagara Escarpment, typically in areas where the Silurian bedrock is 
mantled with thin soils or Pleistocene sedimentary cover [7,9]. West of the Niagara Escarpment, 
bedrock consists of Ordovician age shale and dolostone (Figure 1b), with generally thicker amounts 
of unconsolidated sedimentary cover [17]. Karst features are not typically observed west of the 
Niagara Escarpment in the four-county region identified in the study. 
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(a)        (b) 

Figure 1. Maps showing the location of the four-county study area in Wisconsin, USA.  
(a) shows an inset map of the lower 48 contiguous United States along with an outline 
of the State of Wisconsin and counties (local units of government) for the study area 
highlighted; (b) is the bedrock geologic map showing geologic units for this portion of 
northeastern Wisconsin with names of counties in the region. Bedrock map after [18]. 

The Silurian bedrock east of the Niagara Escarpment displays significant karst development, 
albeit heavily modified by Pleistocene age glacial activity (Figure 1). Many karst features are 
exposed, such as sinkholes, solution-enlarged joints, and caves, which act as preferential recharge 
points to the aquifer. Most karst features are concealed beneath a variably thick mantle of sediment, 
but exposed areas of Silurian dolostone bedrock are common within about 15 km of the escarpment 
edge. Thin to moderate soils (defined for this region as <15.25 m of soil over the bedrock) are also 
common in this area (Figure 2). 

Climatologically, the four-county study area (Figures 1 and 2) lies in a portion of the United 
States with a humid continental climate and cold winters. Mean annual precipitation (liquid 
equivalent) varies from about 75 to 84 cm (29.5 to 33 inches) [19], with about two-thirds of the 
precipitation falling during the growing season. Winter snowfall averages about 105 to 130 cm 
(41.3 to 51.4 inches) [19]. Average annual temperatures for the four-county study area range from 
about 6.6 to 7.4 °C (43.8° F to 45.3° F) [20]. The lowest mean monthly temperatures in the region 
occur during January, 9.4 to 7.2 °C (15 to 19° F), and the highest mean monthly temperatures 
occur during July, 20.0 to 21.7 °C (68–71° F) [20]. 
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(a)        (b) 

Figure 2. Maps showing soil depth (or unconsolidated sediment depth) over bedrock (a) 
and groundwater contamination susceptibility (b), based on soil type and depth to 
bedrock [13]. Original depth to bedrock map was constructed with categories of <5 feet 
(1.5 m), 5 to 50 feet (1.5 to 15 m), 50 to 100 feet (15 to 30.5 m), and >100 feet (>30.5 m). 

The presence or absence of seasonally frozen ground is an important climatological factor that 
can influence a number of groundwater quality indicators, including BWIs and variability in 
nitrates, chloride, alkalinity, and conductivity [9,14,16]. In the study area between 2006 and 2014, 
the average number of days of frozen ground per winter at Green Bay (Brown County) ranged from 
78 to 134 days (average 109) while Manitowoc (Manitowoc County) ranged from 72 to 133 days 
(average 102) between 2003 and 2014. [21], In Kewaunee County, there were 120 days of frozen 
ground during the winter of 2013–2014 [9]. The average number of days with >2.5 cm (1 inch) of 
snow cover ranges from about 70 in the south along the Lake Michigan shoreline to about 90 in 
western Brown County [22]. 

The four-county study area includes Brown, Calumet, Kewaunee and Manitowoc counties  
(Figure 1). Land use in the study area is characterized by a mix of urban development, small rural 
communities and industries, including manufacturing, dairy (bovine) livestock production and 
agricultural field crops, but the majority of the study area is >75% cultivated land [23]. With the 
exception of areas near the Fox River and the Bay of Green Bay in Brown County, the region’s 
municipal boundaries are largely based on the U.S. Public Land Survey System, in which Towns 
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(93.2 km2 (36 mi2)) are the most basic unit of local government in rural areas. Several towns, 
villages, and cities occur within counties. 

The residents and manufacturing industries in the region rely on both ground and surface  
water [24], while the livestock production industry relies entirely on groundwater. In the  
four-county study area, only the City of Manitowoc in Manitowoc County and major municipalities 
near Green Bay in Brown County utilize surface water for municipal supplies. Rural regions 
making up most of the four-county study area depend on either domestic wells or municipal wells 
to provide potable water resources [7]. The vast majority of agricultural field crops rely on annual 
precipitation as their sole source of moisture [25–27]. 

The dairy industry in the four counties has recorded a 30% increase in milking cows between 
2002 and 2012 (from 131,500 to 172,500) [25–27] and a corresponding increase of 5.2 million 
kiloliters to 6.53 million kiloliters of animal waste annually (Figure 3). In the study area, 100% of 
the animal waste (manure) is land applied. More than half of the waste is stored and applied seasonally 
(usually in the fall and spring months), however, year to year variations in weather result in some 
stored manure being land applied to frozen ground. Less than 5% of the volume is treated with 
anaerobic digestion prior to land application. The increase in bovine numbers, and associated 
increase in manure volume applied to the land increases the risk of manure contamination occurring. 

Statewide, restrictions on the land application of manure (in both karst and non-karst areas) are 
based on the USDA NRCS 590 Nutrient Management Standard [28]. This technical standard is 
referenced in several state laws that govern manure and fertilizer application including ATCP 50 
and NR 151. 

A statewide survey in 1994 of 538 wells [29] showed positive detections for coliform bacteria in 
23.3% of the state’s wells, with E. coli in 2.5% of the wells, and 6.5% of wells exceeding 10 ppm 
nitrate-nitrogen. In the region, sediment and pathogen contamination of the shallow aquifer has 
long been a common occurrence. Concerns regarding coliform bacteria, E. coli, and nitrate in the 
region’s wells became greater during the late 1990s and early 2000s, as the number of contaminated 
wells and the severity of the contamination continued to rise [13,30]. WDNR policy denotes any 
well with any detectable coliform, any type of E. coli or any pathogen as contaminated by a 
pathogenic indicator [30]. Wells over 2.0 ppm nitrate-nitrogen are also considered impacted by 
human activity, while those over 10 ppm are considered unsafe (above the WNDR heath standard) 
for sensitive populations (young children, pregnant women) [13,30]. 

Voluntary well testing programs in two to six townships in Calumet, Brown, Kewaunee, and 
Manitowoc counties documented between 20% and 30% of wells exceed the nitrate-nitrogen 
standard of 10 ppm [8,13]. Targeted testing programs of more than 1000 wells between 2002 and 
2005 in Calumet County revealed that 35% of the samples were positive for coliform bacteria, and 
4.6% were positive for E. coli. The testing also showed that 53% of wells had elevated levels of 
nitrate-nitrogen (2–10 ppm), with 25% above the health standard of 10 ppm for nitrate-nitrogen. 
Altogether, 47% of the wells tested were considered unsafe for either bacteria or nitrate, with 12% 
unsafe for both bacteria and nitrate [13]. 
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Figure 3. Estimates of annual dairy manure production by county (left axis) and the 
number of milking cows by county in the four-county study area (right axis). Values 
show increasing population trends and manure production volumes over time [25–27]. 

In Door County (adjacent to the study area with the same geologic, soil and climate features), a 
well sampling program (2000 samples) showed that on any given day, over one-third of the tests 
indicated the presence of coliform bacteria [2]. 

Each spring, snowmelt and rainfall are typical precursors to clusters of contaminated wells in 
the area, as documented by The Karst Task Force [13] and shown in Table 1. Weather events in 
February and March of 2006 resulted in both snowmelt and precipitation runoff carrying manure 
into shallow karst bedrock features and improperly abandoned wells, leading to coliform and E. coli 
detections in 78 of  the  422 tested wells in the Town of Morrison [13]. Public pressure 
resulting from this event and previous clusters of contamination led to the formation of the 
Northeast Wisconsin Karst Task Force (KTF) [13]. 

Table 1. Example contamination cases [13,30]. 

Incident Location Date Impact 

Town of Morrison, Brown County February–March, 2006 78 wells tested unsafe for coliform bacteria and/or E. coli 

Town of Franklin, Manitowoc County 2005 10 wells tested unsafe for coliform bacteria; 6 positive for E. coli 

Town of Luxemburg, Kewaunee County March, 2004 
A single well contamination by manure that tested positive for 

E. coli resulted in severe illnesses and hospitalizations  

The objective of this study was to evaluate groundwater quality changes that occurred in a  
four-county region of northeastern Wisconsin to determine whether or not implementation of 
recommendations from a regional task force had an impact on groundwater quality in the region. A 
brief description of the Karst Task Force results and regulatory/policy changes that resulted are 
presented below. 
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2. Results of the 2007 Karst Task Force (KTF) 

2.1. Purpose and Justification  

The KTF was charged with examining the available scientific data and with making 
recommendations on how to address the groundwater contamination problem. The Task Force 
consisted of researchers and experts from five University of Wisconsin institutions, resource 
managers from county Land and Water Conservation Departments, and the state environmental 
agencies (Wisconsin Department of Ag Trade and Consumer Protection and Department of 
Natural Resources (WDNR)), a crop consultant, farmer, a  professional manure hauler, a  USDA 
Natural Resources Conservation Service (NRCS) District Conservationist, and a well driller. 
Outside contributors included hydrogeologists from the Minnesota DNR, the University of 
Minnesota, and a private engineering consultant. 

The Task Force focused on agricultural issues, as the primary land use in the karst area is 
livestock and cash crop agricultural production, and the trends noted in NASS [25] showed the 
number of livestock increasing and with a concurrent decrease in available cropland for manure 
application. Task Force members agreed that because of the aquifer type, overlying soils and land 
use practices, it would be impossible to prevent every instance of contamination, but that 
landowners can take significant steps to reduce the potential for animal and human waste, and 
other materials from entering the groundwater [13]. It also became clear that the physical environment 
cannot be characterized, understood, or protected by merely locating and managing karst features 
visible at the surface. Rather, the controlling factor is the underlying fractured carbonate bedrock 
and the pathways through which surface contaminants may enter the bedrock environment. 

This task force created a set of recommendations, of which two counties chose to implement 
restrictions on the application of animal waste (manure) to reduce the risk of groundwater 
contamination in 2007. This article represents the first regional analysis of the KTF and subsequent 
regulatory changes to determine if these regulations impacted the prevalence of wells contaminated 
with animal waste and the frequency of BWIs. This paper is the first analysis of the impacts of the 
task force report and the effectiveness of actions taken by local resource managers that have been 
examined with regard to groundwater quality.  

2.2. Regulatory and Policy Responses to the 2007 KTF Report  

The two counties that implemented regulations varied in their approach. Manitowoc County was 
the stricter of the two, implementing both year-round and frozen soil restrictions on manure  
application [31–33] in 2007. Year round restrictions included (1) No application within 30.5 m of a 
known karst feature, (2) requiring incorporation (injecting or mixing into the soil) of animal 
manure within 48 h of application on any site (a) within 30.5–151.5 m of a known karst feature, 
and (b) any area that drained into a known karst feature. Seasonal (frozen soil) restrictions include 
no applications of liquid manure on slopes >6% when unable to incorporate within 48 h. Solid 
manure can be applied on slopes between 6% and 12% if at least 40% of the soil surface is covered 
with crop residue. Manitowoc County does not require pre-approval of application sites, but has 
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created maps of the above restrictions and made them available to livestock farmers, agronomic 
consultants and the general public. Exemptions are not granted for incorporation or setbacks. 
Violators may be fined $500 (US) plus fees. The county ordinance was voted on by each town in 
the county, and passed on a popular vote. 

Regulations implemented in Brown County in 2007 [34] required the land manger to gain  
pre-approval for seasonal land application by submitting a winter manure spreading plan (WSP). 
The focus of the WSP is to prioritize fields from lowest to highest risk, with maps showing karst 
features provided to farmers and agronomic consultants. There are no mandatory additional 
incorporation requirements or setbacks from karst features. Manure application rates are  
pre-approved by the SWCD. Non-mandatory recommendations include limiting manure application 
to 46,670 L/hectare and 44,834 kg/hectare and encouraging larger setbacks from wells and karst 
features. The Brown County ordinance addresses only manure and not other waste applications. 

Three other counties (Calumet, Door, Kewaunee) used the 2007 KTF report to begin building  
the case for additional setbacks and regulations, but did not make changes to their county 
regulations impacting manure and waste application. State regulations continued to be enforced in all 
five counties. 

Calumet County’s LWCD created a focused educational approach—identifying the areas of 
highest risk of contamination and working one on one with landowners and land managers in 
these areas to identify and map karst features and encourage better management. This was done 
on a volunteer basis because there were no revisions made to the ordinances, limiting any 
enforcement and incentive for landowners to change management practices [35–37]. 

Door County has also documented BWIs. The county did not make any ordinance changes as a 
result of the 2007 KTF. County Conservationist William Schuster, however, states that the KTF, by 
providing a solid scientific consensus, has eliminated debate over many issues and reaffirmed that 
contamination in the karst aquifer is a regional problem, and not just a county problem [38]. Recent 
(2014) BWIs have brought the issue to the forefront, and changes to manure and waste application 
regulations are likely to occur. In 2015, Door County is increasing enforcement of existing county 
ordinances surrounding manure application, however, these ordinances incorporate state rules by 
reference and do not include the additional winter restrictions that were adopted by Manitowoc and 
Brown counties [39]. 

Kewaunee County has continued to experience a high number of BWIs. While no regulatory 
changes were made in the years following the 2007 KTF, the KTF set the stage for a regional 
approach. Since the release of the KTF report, Kewaunee’s past and current resource managers 
have focused their efforts on identifying features and implementing a detailed well water testing 
program to delineate the areas of concern. The county board approved detailed aquifer protection 
ordinance in 2014 and it passed with an 83% yes vote when placed on every municipal ballot in the 
county in April 2015. The ordinance prohibits a n i m a l  waste application on both frozen/snow 
covered fields and applications between Jan 1 and April 15 on cropland fields with less than 6.1 m 
of soil over bedrock and those that drain to these areas [40]. 

All five counties implemented some aspects of the education recommendations made by the 
KTF by working with key people, such as for-hire manure applicators and consultants, who cross 
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county lines. The county SWCDs and The University of Wisconsin - Extension partnered to 
increase outreach and education to three key audiences: (1) Commercial Manure Applicators: 
Responsible for >60% of the manure applied in the target area, educational modules were added to 
their Level 1 and Level 2 certification program to provide basic and advanced training to manure 
applicators, (2) Nutrient Management Plan Writers: Task force members communicated 
recommendations directly to plan writers at their statewide conferences and at local meetings and 
(3) Farmers: Information and KTF recommendations were included in the farmer training sessions 
for those farms writing their own Nutrient Management Plans. 

3. Methods  

3.1. Data Sources and Statistical Analysis 

Three sources of water quality data for domestic water wells were compiled during this study. 
These included state regulatory agency (Wisconsin Department of Natural Resources—WDNR) 
records, County health department (CH) records, and various county Land and Water/Soil and 
Water Conservation District (SWCD) records. Data were compiled from each source for as many 
years as records existed prior to 2007 (starting in 2002), and for the 2008–2014 timeframe. Data 
acquired from the sources included the date, well location, whether the color change in the water 
(BWI) was observed by a trained individual (WNDR, CH or SWCD staff), and the presence of a 
strong animal waste odor that would deter bathing or laundry (ODOR). As well testing is often 
suggested when a neighboring well is contaminated, data requested included either BWI or ODOR 
in that well or a nearby well along with a positive pathogenic indicator test, and lastly, a lack of 
either BWI or ODOR, but a nearby well had documented pathogenic indicators, ODOR or BWI. 
Data were received as Excel spreadsheets, and the data were then imported into SPSS (version 
23.0) for statistical analysis. A Chi-Square test was computed to test for any statistically significant 
association between the treatments (year samples were taken (pre-2007 and post-2007) and frozen 
ground (presence or absence of frozen ground)) and the variables mentioned above. 

WDNR records included staff investigations of homeowner-reported well contamination. 
Depending on the situation and the time between the initial report and staff visit, these may include 
records of visual documentation of BWIs, nasal detection of odors, laboratory detections of 
bacteria or nitrate, or if a specialized bacterial testing was conducted. A well was determined to be 
impacted by animal waste if trained staff sampled the well, followed WDNR or written CH QA/QC 
protocols, and one of the following tests produced conclusive results: (1) presence of Rhodococcus 
corpophilus, (2) presence of E. coli at levels higher than what would be attributable to human 
waste, and/or (3) presence of bovine Bacteroides, as determined by a Microbial Source Tracking 
(MST) analysis (post 2006) [41]. Data were summarized by WDNR staff at the authors’ request. 
Reliable records were available from WDNR for the time period 2002–2014 for all counties except 
Door County; hence, it was excluded from this study. 

The SWCD records from each county included staff investigations of homeowner-reported well 
contamination. The SWCD staff collaborated with WDNR and/or CH staff to conduct well water 
quality sampling. SWCD records closely paralleled the records of WDNR. WDNR records were 
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provided to SWCD staff, who then compared them to their records and information they had on file 
from CH to complete missing data (such as visual verification of BWIs) or provide well testing 
results. Thoroughness of data tracking of reported well contamination varied between counties, 
with some having very complete records and others having no formalized tracking system [42–48]. 

The CH records included visual observations, along with E. coli, and Rhodococcus coprophilus 
test results. Counties with complete records were included in the dataset, either by the SWCD or by 
providing a copy of the WDNR data to the CH. Data from CH where no third party verification of 
BWI or odor existed for an incident, (such as where the well owner collected their own sample, or 
where it is unknown whether WDNR or CH QA/QC protocols were followed), were excluded from 
the dataset. 

A total of 124 data points were included in the dataset. Sixty-two data points were from the  
2002–2006 timeframe and 63 were from the 2008–2014 timeframe. Data from 2007 were excluded 
because Brown and Manitowoc Counties implemented their regulations during 2007. Twenty-nine 
of the data points were from Brown County, 12 were from Calumet, 22 were from Kewaunee, and 
61 were from Manitowoc County. Multiple instances of contamination were documented in some 
wells during the studied time period. Multiple events of contamination that occurred within  
a 14-day period were counted as one contamination. If contamination occurred and the water 
clarity returned to normal or all pathogenic indicator tests were negative within 14 days and then 
re-occurred after the initial 14 day period, it was treated as a second instance. 

Frozen ground has been identified as a critical factor in BWIs and well water contamination [49,50]. 
When the ground is frozen, snowmelt and/or precipitation infiltrate more slowly, as some of the 
pores between soil particles that normally allow for infiltration are filled with frozen water. This 
decrease in infiltration results in an increase in the volume of water leaving via surface flow. In 
some years, “concrete frost” or “dense frost” has developed, where a very high percentage of soil 
pores are filled with ice. This results in a much lower infiltration rate, higher runoff volumes, and 
has been tied to spikes in well water contamination [49]. 

For this study, the presence or absence of frozen ground was determined by using the National 
Oceanic and Atmospheric Administration’s (NOAA) Cooperative Observer Database (COD) 
hosted by UW Madison [21]. A central location was chosen in each county, and for each well 
contamination event where a month and date of contamination was available, the COD data for that 
date was accessed. For the purposes of the data analysis, a central location for each county was 
selected to determine the presence or absence of frozen ground. A central location was selected to 
avoid the climate mitigating affects of Lake Michigan on the data analysis. 

3.2. Data Limitations  

The data presented in this article represent the most complete data available in the study area. 
However, the authors recognize several limitations to the dataset. Because the sampling of wells is 
triggered by an event and well user observations, not all instances of contamination will be 
documented. Pathogens or other microbial contamination can be present in water with no visual or 
other indication of problems that would trigger sampling. Illnesses caused by pathogens in well 
water may be misinterpreted as seasonal gastrointestinal illnesses or food poisoning by the well 
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owner, and not necessarily connected to a well contamination problem. Asymptomatic illness and 
locally acquired immunity are further limitations in the context of illness as an indicator of water 
quality. All of our data providers [30,37,40,44,48,51–53] noted that some well owners are hesitant 
to report problems to avoid disrupting neighbor relations, or because of the additional expense of 
replacing a well or adding a treatment system. By requiring a third party verification of odor or 
BWI issues, and only including well samples where trained individuals following QA/QC protocols 
and the same analysis methods were used, our data represent the most reliable instances of positive 
well contamination indicators. Cow numbers and, as seen in Figure 3, did not hold steady, but 
increased during the entire study period [25–27]. 

The majority of human waste in rural areas of Wisconsin is discharged to septic systems with 
drain fields designed to allow for infiltration of liquids on a continual basis. While some instances 
of human pathogens in groundwater have been documented in the region (see [7] for details), 
analysis of human waste is beyond the scope of this paper, and septic system design and 
installation practices are not likely to have changed significantly during the study period. 

The well water quality data gathered in the region are limited by the fact that there is not a 
scheduled or randomized testing program in place to document BWIs, ODORS or pathogenic 
indicators in rural wells. While it is clear that such contamination events occur, the true frequency 
and severity of these events remain unknown. 

In addition, an ongoing WDNR well replacement subsidy program [7] and decisions by 
individual homeowners not participating in the subsidy program have resulted in numerous wells to 
be replaced in the karst region of the state. While this is a potential confounding factor, it is 
unlikely to be significant for the observed water quality changes because many of these wells were 
replaced in the two counties that did not adopt regulatory changes restricting winter spreading. If 
well replacement was the first-order cause of water quality improvement, we expect that this 
response should be seen in all four counties analyzed.  

The 2007 KTF report focused on reducing BWIs in 5 counties. A combination of factors led us 
to exclude Door County from the analysis. Most importantly, complete datasets for 2002–2014 
were not available from WDNR and SWCD for Door County. The WDNR was also unable to 
provide a complete dataset for this county as a result of staffing issues [54]. The SWCD stated [38] 
that they have not historically tracked BWIs and contamination, as it is considered to be a common 
occurrence. They noted that they are actively working with the Door County Health Department 
and landowners to address the problem. 

4. Results 

Our results revealed that no statistically significant changes occurred in counties that only had 
education and training for manure application in a karst setting. However, in all scenarios tested, at 
least one statistically significant association occurred with counties that implemented regulatory 
changes as a result of the 2007 KTF report (Brown County, Manitowoc County, or both). 
Implementing seasonal restrictions on waste application has had a positive impact on ground water 
quality in the four counties in our study by reducing bacterial contamination from 35 documented 
cases (pre-2007) to 15 (post-2007) in the four county area, a fifty-seven percent decrease. Twenty-eight 
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cases were documented in the two counties (pre-2007) that implemented regulations before 
implementation and eight after regulations were implemented (post 2007). The same number of 
cases was documented in the two non-regulated counties (7 total) in the pre and post 2007 
timeframes. For BWIs, there was a 38% increase (from 5 to 8) in the counties with regulations, but 
a 70% increase (from 10 to 17) in the counties without. Since almost half of the data points 
originated in Manitowoc County due to a more aggressive testing program implemented by the 
County Health Department, the increased numbers are not unexpected. 

4.1. Restrictions on Frozen Ground Spreading 

The statistical analysis showed that the implementation of restrictions on winter (frozen ground) 
spreading of animal waste has likely had an impact on the documented instances of well 
contamination. In almost every variable examined, at least one of the regulated counties (Brown or 
Manitowoc) showed a statistically significant difference when the pre-regulation period  
(2002–2006) was compared to the post regulation period (2008–2014). 

For BWIs, the Chi-Square analysis determined significance at the 0.01 level. The analysis 
showed Manitowoc County was statistically significant (p = 0.003), but not significant for the other 
three counties (Brown (p = 0.204), Calumet (p = 0.377) and Kewaunee (p = 1.00)). For a confirmed 
ODOR, significance was at the 0.01 level. The data were significant for Manitowoc County  
(p = 0.003), with non-significance for the other three counties (Brown (p = 0.204), Calumet  
(p = 0.190) and Kewaunee (p = 0.35)). 

Where BWI and/or ODOR was present, and a pathogenic indicator test produced conclusive 
results with the presence of Rhodococcus coprophilus, presence of E. coli at levels higher than 
what would be attributable to human waste, and/or presence of bovine Bacteroides, as determined 
by a Microbial Source Tracking (MST) analysis, significance was at the 0.05 level. The data were 
statistically significant for Brown County (p = 0.017), with non-significance for the other three 
counties (Manitowoc County (p = 0.06), Calumet County (p = 0.855) and Kewaunee County  
(p = 0.448)).  

In cases where the well owner did not have a BWI or ODOR, but the well was sampled because 
a neighboring well did, significance was at the 0.01 level. Both Brown (p = 0.000) and Manitowoc 
counties (p = 0.020) were significant, but the other two counties were not significant (Calumet  
(p = 0.345) and Kewaunee (p = number not recorded as there was only one level of this variable for 
this county and is hence a constant)). In cases where the well had a positive pathogenic indicator 
test with or without BWI or ODOR, significance occurs at the 0.01 level. Significant for Brown 
County (p = 0.000), but not significant for the other three counties (Calumet (p = 0.554), Kewaunee 
(p = 0.448) and Manitowoc (p = 0.945)). 

4.2. Presence or Absence of Frozen Soil 

The statistical analysis shows that the presence or absence of incidents involving spreading of 
animal waste on frozen ground likely had an impact on the documented instances of well 
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contamination. In almost every variable examined, at least one of the regulated counties (Brown, 
Manitowoc) showed a statistically significant difference compared to the non-regulated counties. 

For BWIs, significance occurs at the 0.01 level. Results were significant for Manitowoc County  
(p = 0.001), but not significant for the other three counties (Brown (p = 0.842), Calumet (p = 0.490) 
and Kewaunee (p = 0.211)). For confirmed strong manure odor (ODOR), Significance occurred at 
the 0.01 level. The results were significant for Manitowoc County (p = 0.001), but not significant 
for the other three counties (Brown (p = 0.842), Calumet (p = 0.301) and Kewaunee (p = 0.061)). 

In cases with a positive pathogenic indicator test and either BWI or ODOR in the well or a 
neighboring well, the Chi-Square test showed a statistically significant difference (p = <0.05). 
Values for each county were: Brown (p = 0.045), Calumet (p = 0.490), Kewaunee (p = 0.377) and 
Manitowoc (p = 0.13). In cases with a positive pathogenic indicator test and BWI or ODOR, 
Significance occurs at the 0.05 level. The results were significant for Manitowoc County  
(p = 0.015), but not significant for the other three counties (Brown (p = 0.152), Calumet (p = 0.325) 
and Kewaunee (p = 0.371)). 

In cases where the well did not have BWI or ODOR but was sampled because of neighbor’s 
well did, significance occurs at the 0.01 level. The results were significant for Brown County  
(p = 0.000), but not significant for the other three counties ((Calumet (p = 0.490), Kewaunee and 
Manitowoc counties (p = number not recorded as there was only one level of this variable for these 
counties and is hence a constant)). In cases where the well tested positive for a pathogenic 
indicators, regardless of other factors, significance occurred at the 0.01 level. The results were 
significant for Brown County (p = 0.000) and Manitowoc County (p = 0.005), but not significant 
for the other two counties (Calumet (p = 0.175), Kewaunee (p = 0.371)). 

5. Discussion  

The objective of this study was to evaluate groundwater quality changes that occurred in a  
four-county region of northeastern Wisconsin to determine whether or not implementation of 
recommendations from a regional task force had an impact on groundwater quality in the region. 
By comparing the pre-regulation and post-regulation statistics, the counties that implemented 
WSPs had a statistically significant impact in one or both regulated counties on reducing the 
number of BWIs, ODORS, and pathogenic indicator bacteria in groundwater. This study also 
verifies that the presence of frozen ground and implementing the WPSs reduced BWIs, ODORS 
and pathogenic indicator bacteria in groundwater. 

The data showed an overall decrease in the number of pathogenic indicator bacteria in the 
counties that implemented regulations, with 28 recorded incidents in the pre-2007 period and 8 in 
the post 2007 period. Pathogenic indicator bacteria remained constant (7) in the other two counties 
that did not implement regulations. BWIs showed a lower rate of increase (38%) in regulated 
counties (5 pre/8 post) versus 70% in non-regulated counties (10 pre/17 post). The increase in 
manure volume (Figure 3) applied in the target area may or may not be a factor, and was beyond the 
scope of this study.  

The average snowfall totals, number of days with snow cover, and number of days with frozen 
ground were higher during the second half of the study due to decadal-scale climate anomalies. [20,55]; 
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Manitowoc recorded an average of 93 days frozen ground in the first part of the study and 107 in 
the second. Only one year of frozen ground data prior to 2007 was available for Green Bay. [21]. 
However, it is unlikely that these variables had a strong influence on the observed trends for two 
principal reasons. First, increased snowfall would be expected to produce increased spring runoff 
and greater groundwater quality impacts during the 2008–2014 period, which was not observed. 
Second, and more importantly, these inter-annual climatological variations would not be expected 
to impact only Brown and Manitowoc counties, rather, if significant they should have impacted all 
four analyzed counties. What is more likely important for limiting spring infiltration is the 
percentage of ice-filled soil pores, which is a complex function of freeze-thaw cycles and winter 
rain precipitation events [49]. Therefore, we feel that these potential confounding factors were not 
likely of first-order importance in the observed changes in water quality. 

6. Future Trends  

Within the past year, Kewaunee County passed a winter spreading ordinance that is more 
restrictive than either the Brown or Manitowoc ordinances [40]. Starting in 2015, this regulation 
prohibits the land application of animal waste during the frozen ground months and extends into 
the thawed period (15 April). Future study will be needed to determine the impact of this regulation 
on well water. 

On a statewide level, the proposed revisions to the USDA NRCS 590 Nutrient Management 
Standard [56–58] includes the designation of “Silurian Dolomite” soils as “areas where Silurian 
dolomite bedrock is present within 1.52 m (60 inches) of the surface.” It is clear that the 2007 
KTF report is reflected in the current draft of the WI NRCS 590 practice standard including: the 
immediate (subsurface) incorporation of manure within 24 h in areas known to deliver surface 
water runoff to direct conduits to groundwater and no winter application of liquid manure in 
February and March when soils are frozen or snow covered [57]. 

7. Conclusions  

The combination of the geology of northeastern Wisconsin and the seasonal spreading of animal 
waste (manure) on frozen soil are contributing factors to the detection of pathogen indicator 
bacteria in the aquifer and Brown Water Incidents (BWIs). The implementation of seasonal winter 
manure spreading restrictions on these sensitive areas did not eliminate the contamination, but did 
significantly reduce the risk of both pathogen contamination and BWIs, resulting in improved 
aquifer water quality.  
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Drinking Water Quality and Occurrence of Giardia in Finnish 
Small Groundwater Supplies 

Tarja Pitkänen, Tiina Juselius, Eija Isomäki, Ilkka T. Miettinen, Matti Valve,  
Anna-Liisa Kivimäki, Kirsti Lahti and Marja-Liisa Hänninen 

Abstract: The microbiological and chemical drinking water quality of 20 vulnerable Finnish small 
groundwater supplies was studied in relation to environmental risk factors associated with potential 
sources of contamination. The microbiological parameters analyzed included the following enteric 
pathogens: Giardia and Cryptosporidium, Campylobacter species, noroviruses, as well as indicator 
microbes (Escherichia coli, intestinal enterococci, coliform bacteria, Clostridium perfringens, 
Aeromonas spp. and heterotrophic bacteria). Chemical analyses included the determination of pH, 
conductivity, TOC, color, turbidity, and phosphorus, nitrate and nitrite nitrogen, iron, and manganese 
concentrations. Giardia intestinalis was detected from four of the water supplies, all of which had 
wastewater treatment activities in the neighborhood. Mesophilic Aeromonas salmonicida, coliform 
bacteria and E. coli were also detected. None of the samples were positive for both coliforms and 
Giardia. Low pH and high iron and manganese concentrations in some samples compromised the 
water quality. Giardia intestinalis was isolated for the first time in Finland in groundwater wells of 
public water works. In Europe, small water supplies are of great importance since they serve a 
significant sector of the population. In our study, the presence of fecal indicator bacteria, 
Aeromonas and Giardia revealed surface water access to the wells and health risks associated with 
small water supplies. 

Reprinted from Resources. Cite as: Pitkänen, T.; Juselius, T.; Isomäki, E.; Miettinen, I.T.; Valve, M.; 
Kivimäki, A.-L.; Lahti, K.; Hänninen, M.-L. Drinking Water Quality and Occurrence of Giardia in 
Finnish Small Groundwater Supplies. Resources 2015, 4, 637 654. 

1. Introduction 

Small drinking water supplies that provide water to small communities are an important  
public health issue because they are often vulnerable and may cause microbiological or chemical 
quality-associated health risks to the water consumers [1,2]. Even if the number of users in a supply 
is low, the total number of these supplies is high, and they often constitute the major water 
supplies, especially in rural areas. In 2001, there were 1359 water supplies in Finland, of which 
61% distributed groundwater [3]. Estimates indicate that approximately 500 of these supplies serve 
fewer than 500 consumers in their distribution area and are, therefore, defined as small water 
supplies [4]. Most small water supplies are owned by cooperatives with operators who are often 
community members who work part-time, usually with no required professional training in the 
management of a water supply. 
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Small Finnish water supplies with fewer than 50 users (or with a water distribution of less than  
10 m3 per day) are controlled by local health authorities according to the Decree of the Finnish 
Ministry of Social Affairs and Health [5] governing small water supplies. Supplies with more than  
50 consumers are controlled on the basis of Finnish regulations governing the quality demands and 
surveillance of household water based on criteria stated in European Union drinking water directive 
98/83/EC [6,7]. The microbiological and chemical quality of tap water is monitored in certain  
periods according to the number of consumers or the quantity of water distributed, but at least once 
every three years. 

Many small European supplies have been found to have occasional contamination by surface 
water associated with increased coliform counts, indicating that they are at risk for fecal 
contamination [2,8]. However, usually the microbiological quality of groundwater supplies in 
Finland meets the quality criteria of the legislation, and most of the supplies distribute drinking 
water without disinfection treatment. Moreover, the chemical quality generally meets the criteria, 
but some chemical parameters, such as low pH and high iron and manganese concentrations, 
degrade the technical quality of the water in small private wells, as well as in some large water 
abstraction plants [9,10]. 

Occasional waterborne outbreaks have been reported annually in Finland. The National Institute 
for Health and Welfare has reported in 1998–2009 a total of 67 waterborne outbreaks, which 
caused illness for more than 27,000 people [11]. Most of these outbreaks originated from 
contaminated small groundwater supplies [12]. The most important microbial agents in the 
outbreaks have been noroviruses and Campylobacter jejuni [13]. No outbreaks associated with 
protozoan parasites Giardia or Cryptosporidium were reported in Finland prior to 2007 when 
sewage contaminated tap water in the town of Nokia contained Giardia among other pathogens [14]. 
In a small number of the waterborne outbreaks, the causative agent remained unidentified [11]. 

The bedrock in Finland in dominated by Precambrian igneous rocks, the crust consisting mainly 
of plutonic and metamorphic rocks [15]. Although drilled wells utilizing deep groundwater flowing 
in the bedrock fractures are widely used in household water supply, the majority of municipal water 
supply relies on groundwater resources in shallow aquifers, i.e., glaciofluvial and glacigenic 
deposits. Our aim was to study the microbiological quality, including the enteric pathogens 
(Giardia spp., Cryptosporidium spp., Campylobacter spp. and noroviruses), of small groundwater 
supplies and the association of microbiological quality with environmental risk factors that could 
increase the possibility of fecal contamination. In addition, we studied indicator bacteria and some 
chemical quality parameters of the small groundwater supplies. The supplies were selected on the 
basis of a recent history of coliform contamination or reported river or lake bank filtration, 
agricultural fields, household septic tanks or gravel mining pits close to the supply, potentially 
affecting groundwater quality in the studied shallow aquifers. The distance between the identified 
risk factors and the production wells ranged from less than 50 m to 200 m. 
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2. Results 

2.1. Water Supplies 

The characteristics of the 20 water supplies selected for the study are presented in Table 1. All 
studied water supplies were considered as small supplies since they served less than 500 inhabitants. 
The number of inhabitants in the area served by the water supplies varied from 38 to 450  
(median 120 inhabitants). The average daily water intake was from 4 to 125 m3/d (median 30 m3/d) 
and the maximum water intake from 12 to 700 m3/d (median 138 m3/d). The majority of the studied 
wells derive groundwater from a shallow aquifer, the average thickness of a vadose zone being, in 
most cases, less than 5 m (Table 1). Only limited data on aquifer characteristics were available. 
These small groundwater supplies in Finland are prone to the surface water influence due to the 
insufficient depth of protective layers above the water table [2]. 

The water supplies were located around Finland and were regulated by the national Decree of 
the Finnish Ministry of Social Affairs and Health [5] when having fewer than 50 users or a water 
distribution of less than 10 m3 per day or by Finnish regulations based on European Union drinking 
water directive [6] when having more than 50 consumers or a water distribution of more than 10 m3 
per day. Problems mentioned in the previous monitoring by the local public health protection 
authorities include the occasional detection of coliform bacteria (14 of the 19 water plants), low pH 
(11/19), and excess iron or manganese (7/19), or both. In six of the water supplies, the water was 
alkalized with either lye (NaOH), soda (Na2CO3), or limestone (CaCO3), and in three supplies, 
excess iron or manganese was removed prior to distribution to consumers (Table 1). In three of the 
supplies, water was continuously disinfected with either UV light or sodium hypochlorite, in two 
supplies water was occasionally disinfected as reactive action to a contamination episode. In the 
majority of the water supplies (14/19), no disinfection procedure was performed. We have no 
information on the details of one supply. 

The well maintenance category presented in the Table 1 is based on information gathered from 
the personnel of the water supplies through the questionnaire. The well maintenance category is 
based on estimated technical state of well structures, piping, as well as general groundwater 
protection measures in the surroundings of the production wells. Instead of exact locations of the 
drinking water supplies, we report, herein, the results using the anonymous water supply number 
codes 1–20. All the results exceeding the drinking water quality standards have been announced  
to the corresponding water supply operators and health protection authorities to enable their 
corrective actions. 
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Table 1. Characteristics of the studied water supplies. 

Water 

Supply 
Aquifer Type 

Average 

Thickness of 

Vadose Zone (m) 

Well Type 1 
Well Depth 

(m) 

Well 

Maintenance 2
Water Intake 

Constructed 

Main Risk 

Factor 

Water 

Treatment 3

1 

Glaciofluvial esker, 

unconfined, 

sand and gravel 

7 Driven well 8 3 1998 Bank filtration 1 

2 

Glaciofluvial esker,  

semi-confined, 

silty till and sand 

<5 Dug well NA 3 1987 Bank filtration 1 

3 

Ablation moraine, 

semi-confined, 

sandy till 

<5 Spring well 2 3 1963 Bank filtration 0 

4 

Glaciofluvial esker, 

unconfined, 

till and gravel 

<5 Dug well 6 2 1978 Bank filtration 0 

5 
Deep bedrock  

aquifer, confined 
NA Drilled well NA 1 1979 

Agriculture, 

sewage 
0 

6 

Glaciofluvial esker, 

confined, clay and 

sand 

NA Spring well 3 2 1960 Agriculture 0 

7 

Ablation moraine, 

semi-confined, 

sandy till 

<5 
Driven + dug 

well 
185 3 NA Agriculture 2 

8 

Glaciofluvial  

sand formation, 

confined, clay  

and sand 

NA Dug well 4 2 1988 Agriculture 3 

9 
Moraine, confined, 

clay and silty till 
NA Dug well 10 1 1983 Agriculture 3 

10 

Littoral sand, semi-

confined, clay and 

till 

NA 
Dug + spring 

wells 
3 3 1940 Agriculture 0 

11 

Glaciofluvial esker, 

unconfined, sand 

and silt 

3 Driven well 7 2 1988 Agriculture 1 

12 

Glaciofluvial  

ice-marginal 

formation,  

semi-confined, 

sand and silt 

3 Driven well 10 3 1986 Sewage 3 
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Table 1. Cont. 

Water 

Supply 
Aquifer Type 

Average Thickness 

of Vadose Zone (m) 
Well Type 1

Well Depth 

(m) 

Well 

Maintenance 2 

Water Intake 

Constructed 

Main Risk 

Factor 

Water 

Treatment 3

13 

Glaciofluvial 

interlobate 

formation,  

semi-confined, sand, 

gravel  

and till 

NA Dug well 3 1–2 1962 Sewage 0 

14 

Littoral sand, semi-

confined, till and 

sand 

2 Dug well 4 1 1978 Sewage NA 

15 

Moraine, 

semiconfined, till 

and sand 

3 Spring wells 5–6 3 1962 Sewage 0 

16 

Littoral sand, semi-

confined, till and 

sand 

1 Dug wells 2–4 1 1948 
Gravel 

mining 
0 

17 

Deep bedrock 

aquifer and moraine, 

confined, till and 

gravel 

NA Dug well NA 3 1993 
Gravel 

mining 
1 

18 

Ablation moraine,  

semi-confined, sandy 

till and gravel 

6 Spring well 4 * 1 1992 
Gravel 

mining 
1 

19 

Littoral sand,  

semi-confined, till 

and sand 

<5 Dug wells NA 1–2 NA 
Surface 

water runoff 
0 

20 
Moraine, confined,  

till and sand 
NA Spring well NA 1–2 NA Flooding 0 

Notes: 1 Well type “Spring well” is a shallow dug well installed in close vicinity to a spring, the 
groundwater level reaching the ground surface; 2 Well maintenance categories based on information on 
well structures and piping plus the surroundings of the production wells: 1 = poor, 2 = moderate,  
3 = good; 3 Treatment after sampling point before water distribution; 0 = no treatment, 1 = alkalization,  
2 = reverse osmosis, 3 = disinfection. NA = not available. * Well is located in a pit where gravel layers 
have been removed during previous gravel mining. 

2.2. Microbiological Quality 

The results of the microbiological analyses appear in Table 2. Giardia cysts were detected in 
autumn in samples from four small groundwater supplies (Table 2). All were later identified as 
Giardia intestinalis. No Cryptosporidium oocycts, Campylobacter spp. or noroviruses were 
detected in any of the samples. 
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Table 2. Microbiological quality parameters of 20 small water supplies in spring and 
autumn 2005. 

Water 

Supply 

Risk Factor 

Category 

Coliforms E. coli 
Intestinal 

Enterococci 
HPC Aeromonas Giardia 

CFUs/1000 mL CFUs/1000 mL CFUs/1000 mL CFUs/mL CFUs/1000 mL cysts/100 L 

Spring Autumn Spring Autumn Spring Autumn Spring Autumn Spring Autumn Spring Autumn 

1 1 - - - - - - <1 <1 - - - 1 

2 1 - - - - - - 2 0 - - - - 

3 1 - - - - - - <1 <1 - - - - 

4 1 - 830 - - - - <1 18 - 9 - - 

5 2 - - - - - - 3 14 - 12 - 1 

6 2 - 10 - - - - <1 <1 1 - - - 

7 2 - - - - - - 1 <1 - - - - 

8 2 - - - - - - 83 1 33 5 - - 

9 2 - 10 - 2 - - 3 5 - 2 - - 

10 2 - - - - - - 6 <1 - - - - 

11 2 - - - - - - <1 1 - - - - 

12 3 - 50 - 40 - - <1 8 - - - - 

13 3 - - - - - - 3 0 15 3 - 1 

14 3 - - - - - 4 296 10 - - - 2 

15 3 - 70 - - - 5 30 25 5 - - - 

16 4 - - - - - - 267 1 - - - - 

17 4 - - - - - - 14 8 - - - - 

18 4 - - - - - 2 200 214 - - - - 

19 5 - - - - - - 4 8 - - - - 

20 5 - 150 - - - - <1 45 - - - - 

Notes: Recognized environmental risk factors: 1 = bank filtration, river or lake; 2 = agricultural load;  
3 = wastewater treatment plant/household septic tanks <100 m; 4 = sand/gravel mining; 5 = multiple 
threats to contamination. HPC = heterotrophic plate count, - not detected/below the detection limit. 

Low CFUs of coliform bacteria (10–150 CFUs/1000 mL) were found in five samples and a 
relatively high CFU (830 CFUs/1000 mL) in one sample. In the spring sampling, no coliforms 
were detected in any of the plants and the difference between the coliform counts at spring and 
autumn can be considered statistically significant (p = 0.027, Wilcoxon signed rank test). Low 
CFUs of Escherichia coli were found in two samples in autumn (2/1000 mL and 40/1000 mL), but in 
none of the samples in spring. Intestinal enterococci were found in three 1000-mL samples  
(2–5 CFUs/1000 mL), and no Clostridium perfringens was detected in any of the samples. 

The CFUs of heterotrophic aerobic bacterial counts varied in the range of <1 to 300 CFUs/mL in 
spring and <1 to 200 CFUs/mL in autumn. No significant differences (p = 0.795, Wilcoxon signed 
rank test) in heterotrophic CFUs were detected between the spring and autumn samples. 

Aeromonas spp. was detected in spring samples from four supplies and in autumn samples from 
five supplies; two of the positive wells were the same (Table 2). Further identification at the 
genospecies level showed that all Aeromonas species were mesophilic A. salmonicida [16]. 
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2.3. Chemical Parameters 

The chemical parameters appear in Table 3. Water temperature was significantly lower at the 
spring samples compared to the autumn samples (p < 0.001, Wilcoxon signed rank test). The pH of 
the wells studied varied from 5 to 7.6, the TOC varied from 0.5 to 11 mg/L, and no significant 
differences in the levels between the spring and autumn samples were detected (pH; p = 0.657 and 
TOC; p = 0.159, Wilcoxon signed rank test). Color, which is supposed to be about 5 mg Pt/mL, 
was high (20–40 mg Pt/mL) in two water supplies (14, 15) independent of the season (Table 3). In 
one of those supplies (14), turbidity was also significantly higher than in other samples. The iron 
concentrations were relatively high, ranging from 20 to 780 g/L. The high concentrations were 
found mostly in the same wells both in spring and autumn. Manganese concentrations were clearly 
above the recommended limits in two wells (up to 180 g/L), and the same wells had high 
concentrations in both seasons (Table 3). The concentration of nitrogen compounds was low in all 
samples: nitrate nitrogen varied from below 1 to 8.7 mg/L and nitrite nitrogen from below 0.01 to 
0.02 mg/L. 

2.4. Association of Recognized Risk Factors with Microbiological and Chemical Parameters 

At one groundwater supply (15), where the septic tank of a household and a subterranean sand 
filter were located in close proximity (<100 and <500 m) to the well, TOC and color were high, and 
intestinal enterococci, coliform bacteria and Aeromonas spp. were detected. Intestinal enterococci 
and coliform bacteria were detected in autumn and Aeromonas spp. in spring. Conductivity was 
high in both seasons, and TOC, total phosphorus, color, and the nitrate nitrogen content were the 
highest of all the water supplies studied. 

In one water supply (14), located in the middle of a small rural village and close to a common 
road, some of the study parameters showed increased values. A septic tank and a subsurface sand 
filter were located <100 m from the water supply. Intestinal enterococci and Giardia were detected 
in autumn, while TOC, color and turbidity values were high. 

 



  

111
T

ab
le

 3
. C

he
m

ic
al

 q
ua

lit
y 

pa
ra

m
et

er
s o

f 2
0 

sm
al

l w
at

er
 su

pp
lie

s i
n 

sp
rin

g 
an

d 
au

tu
m

n 
20

05
. 

W
at

er
 S

up
pl

y
T

 (°
C

) 
pH

 
E

C
 (

S/
cm

) 
T

O
C

 (m
g/

L
) 

C
ol

or
 m

gP
t/m

L
 

T
ur

bi
di

ty
 (F

T
U

)
P 

(
g/

L
) 

Fe
 (

g/
L

) 
M

n 
(

g/
L

) 

Sp
ri

ng
A

ut
um

n 
Sp

ri
ng

 
A

ut
um

n
Sp

ri
ng

A
ut

um
n

Sp
ri

ng
A

ut
um

n
Sp

ri
ng

A
ut

um
n 

Sp
ri

ng
A

ut
um

n
Sp

ri
ng

A
ut

um
n

Sp
ri

ng
A

ut
um

n
Sp

ri
ng

A
ut

um
n 

1 
7.

1 
10

.2
 

5.
6 

6.
2 

92
 

93
 

1.
7 

2.
0 

5 
5 

0.
50

 
1.

10
 

7 
11

 
44

0 
78

0 
25

 
32

 

2 
2.

2 
8.

4 
6.

1 
6.

5 
48

 
53

 
5.

7 
1.

0 
5 

<5
 

1.
05

 
1.

33
 

16
 

18
 

12
0 

17
0 

11
 

8.
2 

3 
4.

8 
6.

5 
6.

2 
6.

3 
41

 
46

 
1.

2 
1.

0 
<5

 
<5

 
0.

16
 

0.
15

 
28

 
27

 
<2

0 
<2

0 
<5

 
<5

 

4 
0.

7 
17

.8
 

6.
9 

7.
6 

44
 

95
 

1.
8 

4.
1 

15
 

10
 

0.
15

 
0.

15
 

8 
12

 
55

 
11

0 
<5

 
56

 

5 
7.

5 
7.

3 
7.

5 
6.

9 
32

8 
33

7 
1.

1 
1.

2 
<5

 
5 

0.
22

 
0.

08
 

8 
13

 
26

 
23

 
25

 
28

 

6 
7.

9 
8.

1 
7.

5 
7.

6 
39

1 
42

1 
0.

9 
1.

0 
<5

 
<5

 
0.

06
 

0.
52

 
23

 
24

 
<2

0 
<2

0 
13

0 
18

0 

7 
6.

6 
8.

0 
6.

5 
7.

0 
25

9 
* 

ns
 

1.
2 

1.
3 

<5
 

<5
 

0.
06

 
0.

04
 

9 
11

 
<2

0 
53

 
12

 
12

 

8 
7.

8 
6.

5 
6.

6 
ns

 
17

8 
* 

ns
 

3.
7 

3.
3 

5 
<5

 
0.

69
 

0.
35

 
11

 
12

 
15

0 
83

 
79

 
46

 

9 
6.

8 
5.

7 
6.

5 
ns

 
21

5 
* 

ns
 

1.
3 

1.
2 

<5
 

<5
 

0.
80

 
0.

70
 

14
 

9 
71

 
12

6 
<5

 
7 

10
 

3.
5 

7.
9 

5.
6 

6.
0 

ns
 

ns
 

1.
1 

0.
8 

<5
 

<5
 

0.
04

 
0.

02
 

15
 

16
 

<2
0 

<2
0 

<5
 

<5
 

11
 

5.
6 

5.
7 

6.
0 

5.
9 

46
 

15
3 

1.
4 

1.
4 

<5
 

<5
 

0.
94

 
0.

30
 

13
 

7 
39

0 
24

0 
59

 
51

 

12
 

5.
0 

7.
0 

ns
 

6.
5 

14
8 

* 
15

0 
0.

8 
0.

9 
<5

 
<5

 
0.

52
 

0.
92

 
5 

11
 

38
 

22
0 

<5
 

<5
 

13
 

5.
2 

8.
0 

7.
0 

6.
9 

21
4 

19
6 

1.
0 

1.
0 

5 
<5

 
0.

39
 

0.
26

 
10

 
15

 
35

 
31

 
<5

 
<5

 

14
 

5.
4 

8.
5 

ns
 

5.
4 

12
 

20
2 

5.
3 

5.
2 

20
 

20
 

3.
7 

3.
46

 
20

 
21

 
44

0 
12

0 
<5

 
<5

 

15
 

4.
3 

8.
5 

6.
1 

6.
0 

23
1 

47
9 

11
.0

 
10

.8
 

40
 

40
 

0.
73

 
0.

79
 

18
2 

10
8 

18
0 

15
0 

10
0 

11
0 

16
 

1.
5 

9.
7 

5.
5 

5.
9 

ns
 

30
 

3.
5 

2.
8 

10
 

5 
0.

15
 

0.
12

 
8 

9 
<2

0 
<2

0 
<5

 
<5

 

17
 

3.
3 

7.
4 

7.
2 

6.
3 

15
0 

14
8 

1.
7 

1.
2 

<5
 

<5
 

0.
20

 
0.

24
 

15
 

15
 

<2
0 

<2
0 

<5
 

<5
 

18
 

4.
7 

6.
9 

6.
2 

6.
3 

81
 

79
 

0.
5 

0.
6 

<5
 

<5
 

0.
16

 
0.

16
 

21
 

12
 

<2
0 

<2
0 

<5
 

<5
 

19
 

4.
0 

6.
1 

6.
3 

5.
1 

17
3 

ns
 

1.
8 

1.
5 

<5
 

<5
 

0.
18

 
0.

16
 

16
 

15
 

31
 

29
 

<5
 

<5
 

20
 

3.
5 

7.
1 

5.
1 

5.
0 

ns
 

ns
 

1.
8 

1.
8 

<5
 

<5
 

0.
12

 
0.

15
 

12
 

13
 

<2
0 

21
 

<5
 

<5
 

N
ot

es
: E

C
 =

 E
le

ct
ric

al
 C

on
du

ct
iv

ity
; T

O
C

 =
 T

ot
al

 O
rg

an
ic

 C
ar

bo
n;

 n
s =

 n
ot

 d
ef

in
ed

; *
 =

 m
ea

su
re

d 
on

ly
 in

 la
bo

ra
to

ry
. 

 



112 
 

 

Giardia intestinalis was also detected in a water supply (1) in which no indicator bacteria were 
detected. Of the chemical parameters, only iron was high. The recognized risk factor in the supply 
was bank filtration, floodwater also had access to the well, and a wastewater treatment system was 
situated at a distance of 200–500 m. 

The Giardia-positive well (5) also tested positive for A. salmonicida in autumn. Of the chemical 
parameters, conductivity was high (337 s/cm). The identified potentially contaminating risk factor 
was agricultural load, but a wastewater treatment system was also located 200–500 m, and a 
wastewater drain 100–200 m, from the well. 

Giardia intestinalis was also detected in a well (13), where Aeromonas spp. was detected in both 
spring and autumn samples, though no other indicators or pathogens were detected. The principal 
recognized threat to water safety was waste water treatment, and indeed the septic tank of a 
household was situated 50–100 m from the plant. Surface water also had access to the well. 

Coliforms (830/1000 mL) were detected in an autumn sample from a well (4) located on a 
narrow isthmus between two lakes where bank filtration is substantial. The difference in the water 
temperature of the well between spring and autumn samplings was marked and suggests the close 
impact of large water bodies of the nearby lakes. 

In one water supply (12), coliforms (50/1000 mL) and E. coli (40/1000 mL) were detected in 
autumn, though UV light disinfection was in use after the point of sampling. A septic tank as well 
as an oil tank, gravel pit, and a cultivated field were situated <50 m from the well. 

Some of the water quality parameters associated with the recognized environmental risk factor 
categories. Heterotrophic CFUs were significantly higher in the supplies at gravel mining category 
compared to the bank filtration category supplies (p = 0.020, Kruskal-Wallis test). Electrical 
conductivity and manganese concentrations were more elevated at supplies close to agricultural 
fields than supplies with other risk factors (p = 0.005 and 0.009, respectively, Kruskal-Wallis test). 
Elevated water color and turbidity associated with supplies in close proximity of septic tanks  
(p = 0.022–0.023, Kruskal-Wallis test). The iron concentration was lower at the supplies associated 
with gravel mining than supplies in other risk factor categories (p = 0.005, Kruskal-Wallis test). 

2.5. Associations within Microbiological and Chemical Parameter Results at Spring and Autumn 

Coliform bacteria, E. coli, intestinal enterococci and Giardia findings were occasional and 
originated solely from the autumn samples (Table 2). Physico-chemical parameters pH, TOC, 
color, turbidity, and the concentrations of phosphorus, iron, and manganese were more stable and 
showed significant relation between the spring and autumn samples in the correlation analysis 
(Spearman correlation coefficient, rS > 0.719, p = 0.001). 

As regards associations between the microbiological parameters, intestinal enterococci counts 
associated with heterotrophic CFUs (rS = 0.319, p = 0.045) when all samples were considered (n = 40) 
in the Spearman correlation analysis. The associations between the chemical parameters were 
strong: TOC associated with color (rS = 0.693, p < 0.001) and iron concentration (rS = 0.418,  
p = 0.007) and the iron concentration was also associated with color (rS = 0.413, p = 0.008) and 
turbidity of the water (rS = 0.727, p < 0.001). Manganese concentration was associated with the 
electrical conductivity of the water (rS = 0.468, p = 0.008). 
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Overall, the associations between microbiological and chemical parameters were rare. When 
analyzing the autumn samples (n = 20), there was a weak association between the water color and 
the detection of Giardia (rS = 0.463, p = 0.040) and when all samples were considered, water 
temperature associated with the Giardia counts (rS = 0.377, p = 0.016). Furthermore, Aeromonas 
counts were associated with the water pH (rS = 0.420, p = 0.011) and electrical conductivity  
(rS = 0.438, p = 0.014). 

3. Discussion 

The definition of a small drinking water supply varies in Europe and in the United States. In the 
USA, a small supply is one that supplies drinking water to fewer than 10,000 people. In the EU the 
DWD (Drinking Water Directive 98/83/EC) [7] does not require reporting from the supplies which 
either provide water to fewer than 50 users or which distribute less than 10 m3/d. The EU research 
program WEKNOW collected data from European small and very small water supplies and defined 
a small supply as one which provides water to fewer than 5000, but more than 50 people, and 
distributes 10–1000 m3/d [8]. The small water supplies in our study had 38 to 450 users and were 
thus not totally within any of the EU definitions mentioned above. Of the 20 Finnish small 
groundwater supplies studied, 4 contained Giardia intestinalis in autumn samples. The detected 
Giardia cyst counts were low (1–2 cysts/100 L). Due to the lack of exact recovery rates of the 
method used, we cannot rule out the possibility of false negative results in the Giardia and 
Cryptosporidium analysis. However, the detection of Giardia in these samples was proved and can 
be considered as a reliable result. No other studied enteric pathogens, Campylobacter spp. or 
noroviruses were detected. In addition, intestinal enterococci, coliforms and E. coli were detected in 
8 of the 20 wells. All these results indicate that these water supplies are at increased risk for fecal 
contamination, thus extending the results of the studies of Corkal et al. [17] from Canada and of 
Rutter et al. [18] as well as those of Richardson et al. [1] from England and Wales. In our study, a 
trend emerged in which indicator organisms were detected more often in autumn samples than in 
spring samples, suggesting the impact of weather. Spring 2005 was dry, and occasional rain was 
common in autumn. 

Giardiasis, as an endemic disease in Finland, has most likely been underestimated.  
Hörman et al. [19] estimated on the basis of their meta-analysis study that there could be as many 
as 4664 unregistered symptomatic Giardia cases per 100,000 general population compared to  
5.38 registered symptomatic cases per 100,000 general population (ratio 1:867). In our previous 
studies, we identified Giardia cysts in Finnish surface water samples [20] as well as in municipal 
wastewater samples [21] and in tap water contaminated with sewage [14]. Our present study is the 
first Finnish study to identify Giardia cysts in a small drinking water supply. No data were 
available on potential asymptomatic carriers or symptomatic Giardia cases among the water users. 
If contaminated water caused the human illness, the number of patients was most likely so low that 
they remained undetected. The impact of small water supplies as source of Giardia infections in 
humans requires further study. Giardia intestinalis is a zoonotic pathogen, thus the contamination 
source of the supplies can be of either human or animal origin. 
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Only three of the water supplies distributed disinfected tap water, revealing that in most cases 
there were no preventive barriers between the aquifer and consumers’ taps. The Giardia positive 
wells (Supplies 1, 5, 13, and 14) seem to be unprepared for the microbiological risk as there was no 
advanced water treatment or disinfection in place after the sampling point. The E. coli positive 
wells were better prepared presumably due to the earlier noncompliance with the microbiological 
water quality standards as the supplies 9 and 12 had disinfection in use. Fecal contamination of 
drinking water increases the risk for enteric illness among users even if no such documented data 
are available from our study region. Small supplies have been shown to be frequently prone to fecal 
contamination in Finland [2,11] and elsewhere. Richardson et al. [1] analyzed the microbial quality 
of 11,233 private drinking water supplies within England and found that E. coli was detected in at 
least one sample from 32.4% of the water supplies. In accordance with the increased risk for fecal 
contamination of small water supplies, analysis of the distribution of waterborne outbreaks in 
England and Wales showed that small supplies were associated with 36% of all drinking water 
outbreaks even though they serve only 0.5% of the entire population [22]. The impact of small 
supplies on the disease burden of their users remains unknown. The life-long consumption of 
drinking water from a contaminated source could, on the other hand, also lead to acquired 
immunity [23,24]. 

In our study, all Giardia-positive wells were located near wastewater treatment activities; either 
a wastewater treatment plant for municipal human sewage was located at a distance of 200–500 m 
or the septic tank of a household was located within 50–100 m. One of the Giardia-positive  
wells (14) also had increased levels of multiple indicator parameters (intestinal enterococci, TOC, 
electrical conductivity, and turbidity), indicating surface water access to the well. However, neither 
E. coli nor C. perfringens, suggested as suitable indicators for Giardia and Cryptosporidium [25,26], 
were detected in the 100-mL samples. This well was known to be located in the middle of a rural 
village and close to a road. 

One Giardia-positive well (1) had no increased levels of indicator bacteria or chemical 
indicators of surface water contamination even though a wastewater treatment system was located 
at a distance of 200–500 m and surface water was known to have access to the well. In two of the 
Giardia-positive wells, A. salmonicida was also detected, but not coliform bacteria. In another study, 
protozoa and total coliform levels were clearly correlated [27]. High turbidity (>1.0 FTU), which 
indicated surface water access to the groundwater source, was observed in three autumn samples, two 
of which were Giardia-positive. 

The wells studied were known to be located where contamination sources such as roads, sewage 
treatment/treatment plants, and habitations were known to be rather close to the aquifer. 
Contamination by surface water after snow thawing or rainfalls was possible in most of the wells. 
Most of the water supplies were opened decades ago, when habitation and human activities around 
the wells were most likely much less than today. 

Ten of the wells were located close to a river or lake, a common location for small aquifers in 
Finland because this kind of location will guarantee a consistent supply of water. The location may 
allow bank filtration of river or lake water into the well during the dry season, when the 
groundwater table is low. After a heavy rain, floodwater may also contaminate the well. Studies of 
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past Finnish waterborne outbreaks have shown that some outbreaks were associated with 
groundwater wells located close to a river or lake [11]. All of the four plants with Giardia findings 
were located less than 50 m from a lake, river or ditch. 

A. salmonicida was found in four samples in spring and in five samples in autumn.  
A. salmonicida is a common bacterium in natural waters as well as in well water, and has been 
previously isolated in Finnish groundwater wells [28,29] and elsewhere [30]. Its isolation in 
groundwater well may indicate surface water contamination. A. salmonicida was not connected to 
fecal contamination in a study by Hirotani et al. [31]. The pathogenicity of Aeromonas spp. as an 
enteric pathogen is not confirmed, and mesophilic A. salmonicida in particular has been regarded as 
an environmental organism with low pathogenic potential for humans. In addition to indicating 
surface water contamination, its presence could be associated with increased heterotrophic plate 
counts [32]. 

In 14 of the water supplies examined, coliform bacteria had been detected in previous 
samplings, and E. coli had occasionally been detected in five of the wells. These wells placed 
consumers at increased risk for acquiring waterborne illness, especially because only four of them 
had undergone disinfection treatment with either UV light or hypochlorite solution before 
distribution. Two of these wells tested positive for E. coli, indicating fecal contamination. E. coli 
was detected in the 1000-mL sample, but not in the 100-mL, suggesting that the use of volumes 
larger than 100 mL would be more accurate in monitoring fecal contamination. Larger volumes 
have proved useful in tracking contamination sources associated with waterborne epidemics [33]. 
Both E. coli-positive wells were located in either a pit or flat ground. The other was located near 
(under 50 m) the septic tank of a household, and both were near a cultivated field and ditch. 

Intestinal enterococci were found in three water supplies, and all of these wells were located 
within 100 m of the septic tank of a household. They were found in samples of either 500 mL or 
1000 mL, but not 100 mL. These results again suggest that using larger volumes of water may more 
often facilitate the detection of indicators of contamination than do the 100-mL samples used in the 
EU Directive [7]. 

Our study supports previous findings showing that the pH of Finnish groundwater is typically 
low (<6.5) [9]. In approximately half of the groundwater wells monitored, pH was lower than 
recommended (pH 6.7). Low pH may cause the corrosion of iron water pipes. In the project 
questionnaire, 11 of 19 water supplies reported low pH as their problem. In six of the water 
supplies, the water was alkalinized prior to distribution to consumers. 

Another common problem in Finnish groundwater is its high content of iron and manganese [9]. 
Iron and manganese in excess decrease the usability of water as drinking water or for household 
use. In our survey, 20% of the water supplies contained excess iron (up to 780 g/L, with a 
recommended maximum of 200 g/L), and 25% of them contained excess manganese (up to  
180 g/L, with a recommended maximum of 50 g/L). In the questionnaire, seven water supplies 
reported the problem. In only three of them, the iron and manganese were removed before 
distribution to consumers. 
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4. Experimental Section 

4.1. Selection and Characterization of the Water Supplies 

Water samples were collected from 20 small groundwater supplies around Finland in April and 
September–October 2005. The sampled supplies were selected based on a questionnaire answered 
for 248 small groundwater supplies owned mostly by cooperatives and operated by part-time 
working persons in the preceding year. Data on the water supply characteristics, microbiological 
quality and factors considered as potential fecal contamination threats of each water supply were 
obtained from the questionnaire and analyzed. The sites were selected according to these 
evaluations and the location of a water supply. The main selection criteria were the presence of an 
existing potential fecal contamination source in the neighborhood and the occasional detection of 
coliforms in the water quality compliance monitoring of the local health authorities. 

4.2. Sampling and Analysis 

Water samples were taken at a water supply from a tap or from a tap and well (if the tap was 
located after a collection tank), or only from a well with a submersible pump in the absence of a tap 
at the water plant. One sample was taken from the overflow of a well. The samples were taken 
prior to any potential treatments. For the microbiological analyses, all the equipment was 
disinfected before the sampling. The filters were removed from the taps, which were sterilized by 
flaming. The submersible pump was disinfected by submerging it in 10 mg/L hypochlorite solution 
for a minimum of 30 min. Each sample was taken with a new hose. Sterile containers were rinsed 
twice with sample water before sampling. For the Giardia and Cryptosporidium analyses, 100 L of 
water were filtered through an Envirochek® HV filter capsule (PALL Life Sciences, Port 
Washington, NY, USA). Other samples were taken with disinfected plastic containers and with a 
sterile glass bottle. Temperature, pH, and electrical conductivity were measured at the sampling 
site, and the evaluation of sensory qualities, such as odor, color, and turbidity, was performed 
repeatedly in a laboratory. 

The water samples were refrigerated and transported to laboratories in Helsinki and Kuopio 
within 24 h and stored at refrigerated temperature prior to examination. 

4.3. Detection of Enteric Pathogens 

For the detection of Giardia spp. and Cryptosporidium spp., Envirochek® -concentrated  
samples were further treated according to the USEPA Method 1623 [34] as described by  
Rimhanen-Finne et al. [35]. In brief, for further concentration, the sample was first filtrated through 
a polycarbonate filter, which was then spooled with 10 mL of PBS-Tween20. The cysts and oocysts in 
the suspension were captured by using the immunomagnetic separation technique (Dynabeads®  
GC-Combo, Dynal Biotech ASA, Oslo, Norway). The final concentrate of 100 L was divided into two 
portions, one of which was stored frozen at 20 °C for further molecular PCR and sequencing analyses. 
The other portion was immunostained using an Aqua-Glo G/C Direct Comprehensive Kit (Waterborne 
Inc., New Orleans, LA, USA). (Oo) cysts were counted under an epifluorescense microscope by 
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using positive controls, i.e., the cysts of Giardia intestinalis (H3 isolate, Waterborne Inc. New 
Orleans, LA, USA) and the oocysts of Cryptosporidium parvum (Iowa isolate, Waterborne Inc. New 
Orleans, USA) as described by Rimhanen-Finne et al. [35]. The positive control cysts and oocysts 
were stored at 4 °C. The numbers of purified cysts and oocysts was enumerated from five stock 
solution aliquots in hemocytometer resulting in a mean concentration of 1.1 × 106 cysts mL 1 and 
11.8 × 106 oocysts mL 1 [35]. DNA from frozen water concentrate that tested positive for Giardia 
in microscopy was isolated through five rounds of the frozen-thaw procedure following DNA 
isolation [35]. Giardia-specific PCR was performed with glutamate dehydrogenase gene-targeted 
PCR using the primers GDH1 and GDH4 [36]. 

Thermophilic campylobacters were identified in 4000-mL samples using the ISO 17995  
method [37] with Bolton enrichment (LabM, Lancashire, UK) and modified Charcoal Cefoperazone 
Deoxycholate Agar (Oxoid, Cambridge, UK) incubated in a microaerobic atmosphere. 

Noroviruses were analyzed from a 1000-mL water sample that was concentrated by filtering it 
through a positively charged nylon membrane [38]. Norovirus detection was carried out using the  
RT-PCR method, and the result was confirmed with microplate hybridization [39]. 

4.4. Analyses of Indicator Bacteria 

CFUs of Escherichia coli and coliform bacteria were analyzed from both 100- and 1000-mL 
samples according to the SFS 3016 standard [40] using m-Endo LES (Merck KGaA, Darmstadt, 
Germany) agar plates and membrane filtration. The heterotrophic plate count was determined 
according to the ISO 6222 standard [41] on tryptone-yeast agar (Oxoid) incubated at (22 ± 1) °C for 
three days. The CFUs of intestinal enterococci were analyzed from 100-mL, 500-mL and 1000-ml 
samples according to the ISO 7899-2 standard [42] with membrane filtration and a Slanetz-Bartley 
medium (Oxoid). 

Clostridium perfringens CFUs were counted in 100-mL and 1000-mL samples with the 
membrane filtration method on Tryptose-Sulphite-Cyclocerine agar (Difco) using the ISO/CD 
6461-2 method. 

The CFUs of Aeromonas spp. were counted in 100-mL and 1000-mL samples by using the 
membrane filtration technique on ADA (Ampicillin-Dextrin Agar) plates with ampicillin as a 
selective substance [43]. After 24 h of incubation at 30 °C, typical yellow colonies were subcultivated 
on blood agar for further identification. A total of 28 colonies from five Aeromonas-positive water 
supplies from autumn 2005 were further identified as Aeromonas spp. with API20 NE 
(bioMérieux, Marcy l'Etoile, France). For genospecies identification, the DNA of the colonies was 
isolated, and a fragment of the 16S rRNA gene was amplified with PCR according to the method 
described by Borrell et al. [16]. PCR products were digested with AluI and Mbo1. The pattern of 
fragments on agarose gels was compared with the results of Borrell et al. [16], and genospecies 
identification was performed on the basis of an RFLP pattern. 
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4.5. Chemical Analyses 

Temperature, pH, and conductivity were measured on site using a YSI 556 MPS multiple 
parameter instrument or a pH/Cond 340i WTW-meter. Color was measured according to the ISO 
7887-4 standard [44], and turbidity according to the ISO 7027 standard [45]. Iron and manganese 
concentrations were measured according to the SFS 5502 standard [46]. Nitrite nitrogen and nitrate 
nitrogen was measured using ISO 13395 standard method [47]. 

4.6. Statistical Analyses 

Statistical analyses were performed using SPSS Statistics 22. For the results below the detection 
limit, half of the detection limit was used as a numerical value. The normality of microbiological 
and chemical parameter results from spring and autumn samples was tested using Shapiro-Wilk test 
and by visual evaluation of frequency distributions. Non-parametric methods were used, because 
normal distributions of the variables could not be obtained. Wilcoxon signed rank test was used to 
determine if there were statistically significant differences between results obtained from spring 
and autumn samples. The variation of the water quality results in the recognized environmental risk 
factor categories were tested with non-parametric Kruskal-Wallis one-way analysis of variance 
(ANOVA) test. Spearman’s correlation coefficients were used to display the relationships between 
the water quality parameters. Differences and correlations were considered statistically significant 
when p < 0.05. 

5. Conclusions 

We detected Giardia intestinalis for the first time in the Finnish groundwater supplies. E. coli 
and coliform bacteria, as well as intestinal enterococci were detected in some wells, which together 
with Aeromonas findings indicate surface water access and possible contamination from the 
surroundings to the wells. These findings suggest an increased health risk associated with small 
drinking water supplies, even though among public they are usually considered safe. In addition, 
high iron and manganese concentrations, and low pH, which have also been detected previously in 
Finnish groundwater, degraded the quality of drinking water. 
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Geochemical Characterization of Groundwater in  
a Volcanic System 

Carmelo Bellia, Adrian H. Gallardo, Masaya Yasuhara and Kohei Kazahaya 

Abstract: A geochemical investigation was undertaken at Mt. Etna Volcano to better define 
groundwater characteristics of its aquifers. Results indicate that the Na–Mg ± Ca–HCO3  ± (SO42  
or Cl ) type accounts for more than 80% of the groundwater composition in the volcano. The 
remaining 20% is characterized by elevated Ca2+. Waters along coastal areas are enriched in SO42  
or Cl , mainly due to mixing with seawater and anthropogenic effects. The majority of the samples 
showed values between 4‰ to 9‰ for 18O and 19‰ to 53‰ for 2H, suggesting that 
precipitation is the predominant source of recharge to the aquifers, especially in the west of the 
study area. The analysis of 13C and pCO2 shows values 1 to 3 times higher than those expected for 
waters in equilibrium with the atmosphere, suggesting a partial gas contribution from deep sources. 
The diffusion of gasses is likely to be controlled by tectonic structures in the volcano. The ascent of 
deep brines is also reflected in the CO2 enrichment (up to 2.2 bars) and enriched 2H/ 18O 
compositions observed in the salt mounts of Paternò. 

Reprinted from Resources. Cite as: Bellia, C.; Gallardo, A.H.; Yasuhara, M.; Kazahaya, K. 
Geochemical Characterization of Groundwater in a Volcanic System. Resources 2015, 4, 358 377. 

1. Introduction 

Mt. Etna is located on the east coast of Sicily (Italy). It is the tallest active volcano in Europe 
and one of the most active volcanoes in the world [1]. The volcanic deposits are the most important 
groundwater reservoir for the entire Sicily, as it is the only drinking water resource for over one 
million people who live at distances of more than 100 km [2]. The volcano rises over an important 
regional tectonic system, which causes the crust to break up into an intricate system of fractures 
and faults that together with geology, paleotopography and geometry of the sedimentary basement 
are the major factors governing the groundwater flow in the area. 

Furthermore, seismic events and volcanic eruptions frequently reshape the morphology of the 
terrain, potentially altering flow conditions and modifying the groundwater composition. 
Agriculture and the development of urban and industrial centers such as Catania are largely 
dependent on the neighboring volcano. In this context, population growth and new economic 
activities continue to mount pressure on the environment and hence call for a more sustainable use 
of the region’s groundwater resources. Geochemistry and isotope investigations have been used 
commonly on Etnean aquifers to study the hydrological processes. For instance [3] determined that 
groundwater concentrations of minor and trace elements stood out with respect to other Italian 
aquifers due to the major contribution of volcanic gases and hydrothermal fluids. Later, [4] 
determined the origin and effects of fluid-rock interaction within Mt Etna by analyzing B, O, H, 
and Sr concentrations. Oxygen and Cl isotopes were used by [5] to determine groundwater 
recharge and flow paths along the flanks of Mt. Etna. Findings showed that groundwaters beneath 
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intensely cultivated areas were enriched in 18O probably as a result of the evaporation of irrigation 
waters during summer. Finally, [6] investigated the isotopic signature of Etnean waters, and [7] used 
tritium activities to trace the age and movement of groundwater in the volcano in recent times. 

The hydrology of Mt. Etna has been studied over a long period. This work further expands the 
current understanding by providing an updated snapshot in time of the geochemical and isotopic 
composition of Mt. Etna’s groundwater. 

2. Study Area 

2.1. Geological Background 

Mt. Etna is located on the eastern coast of Sicily, Italy. The morphology of the volcano is shaped 
by four summit craters, a caldera of about 18 km perimeter and maximum depth of 1000 m called 
“Valle del Bove”, and numerous side cones scattered along its flanks (Figure 1). Slopes are gentle 
(7°–8°) up to an elevation of 1800–2000 m above sea level (A.S.L.), increasing to 20°–25° at 
higher elevations. The volcanic edifice consists of a lower shield unit overlain by a stratovolcano. 
The shield rests discordantly on Miocene flysch deposits to the NW, and argillaceous Pleistocene 
sediments to the SE [8,9] and consists of plateau terraces of submarine lavas derived from fissural 
emissions generated at an early stage, approximately 500 ka. The basal unit was followed by 
pyroclastic material and sub-aerial tholeiitic lavas outcropping rather discontinuously in the southern 
sectors of the volcano approximately 300 ka [10]. Products changed in composition about 200 ka to 
transitional and later Na-alkaline tholeiites [11]. 

Currently, Mt. Etna releases about 11.66 kTons/day of CO2 from the summit and as diffuse soil 
emanations from the upper flanks [12]. This quantity is much larger than other active volcanoes 
and corresponds to about 10%–15% of the CO2 produced by all the volcanoes on the planet [13]. 

The climate of the region follows the pattern of the Mediterranean region, with higher 
precipitations in autumn and winter. Most rainfall occurs to the east, reaching up to 1200 mm/year. 
To the south, the average precipitation decreases to about 440 mm/year, with a wide range of 
intermediate conditions in between. At heights above 2000 m precipitation tends to occur as snow. 

2.2. Hydrogeological Setting 

Mt. Etna hydrogeological settings are similar to other basaltic volcanoes: fissured and highly 
permeable lavas are interbedded with discontinuous layers of low permeability pyroclastics. 
According to [9,14], typical Etnean aquifers can be described as unconfined and hosted by highly 
permeable volcanites. On the basis of structural, geological and geophysical data, three main 
hydrogeological basins were defined (Figure 1): (1) the eastern basin, with flow towards the Ionian 
Sea; (2) the southern and western basins flowing towards the Simeto River; and (3) the northern 
basin with flow to the Alcantara River [14,15]. Groundwater recharge preferentially occurs at high 
elevations where rainfall infiltrates through the unsaturated sediments and then follows a radial 
pattern towards the peripheral sedimentary terrains. Groundwater flow originating at lower heights, 
where the volcanic cover is much thinner, is mainly controlled by the shape of the impermeable 
substrate. According to [16], Etna’s volcanites generally have a high intrinsic permeability  
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(2.5 × 10 7 to 2.9 × 10 6 cm2). In contrast, the permeability of the basement sediments would 
average 10 10 cm2 [17]. 

 

Figure 1. Outline of the investigation area and hydrogeological basins within Mt. Etna. 

The absence of a developed hydrographic system on the surface suggests an important circulation 
of groundwater, highlighted by the presence of hundreds of springs and wells of significant flow 
rates. Yields over 80 L/s have been described by several authors since the 70s [16,18]. 

Recent hydrogeochemical studies (e.g., [19,20]) indicated that groundwater in Mt. Etna has a 
general composition of bicarbonate type, with a few samples of chloride-sulphate type. The relative 
abundance of major elements in solution is generally (Na, Mg) > Ca > K for cations, whilst HCO3  
always prevails over other anions [20]. 
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Findings from [21,22] using 18O and 2H data suggested that Etnean groundwaters are meteoric 
in origin. Nevertheless, more recent work from [5] showed that the isotopic imprint of groundwater 
in Mt. Etna might reflect several sources such as evaporation from the Mediterranean Sea to the 
east, moisture from the Atlantic Ocean on the lower northern flanks, and volcanic vapor affecting 
precipitation on the upper regions of the cone. 

3. Sampling and Analytical Methods 

An extensive sampling campaign was undertaken in early 2014 at Mt. Etna to determine the  
chemical characteristics of groundwaters in the volcano. Samples were collected during three 
stages from 46 boreholes, 14 springs, 2 surface water points, and 6 locations within the so-called 
“mud volcanoes” (Figure 2). The bores are all being used for water supply or are connected to 
storage tanks. As a first measure, piped water-supply and taps were disinfected with a 10% 
hypochlorite solution and water run for a few minutes before sampling commenced. Samples were 
then directly collected from the source, field-filtered at 0.45 m, and stored in 500 mL plastic 
containers for the analysis of dissolved inorganic elements. Bottles were cooled to 4° and 
dispatched for analysis within 48 h. A number of field blanks and duplicates were also sent to the 
laboratory for quality control. Standard parameters (pH, EC, temperature) were measured in situ 
using a Hydrolab Qanta probe, while a colorimetric titration kit was employed to calculate the 
alkalinity (HCO3 ) content in waters. Chemical concentrations were determined at the laboratories 
of the Geological Survey of Japan in Tsukuba. Major cations were analyzed by an inductively 
coupled argon plasma atomic spectrophometer (ICP-AES), and anion determinations were carried out 
by ion-chromatography. Additional samples were collected for the analysis of carbon-13 ( 13C), 
and treated in the field with HgCl2 to prevent biological fractionation. These samples were stored in 
glass bottles and analyzed by a mass spectrometer. Results were reported as ‰ deviations (per mil) 
from the PeeDee Belemnite standard. Oxygen and hydrogen isotopes were also measured by an 
isotope ratio mass spectrometer. Measurements were referenced to the VSMOW international 
standard, and reported in the conventional delta notation. 
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Figure 2. Location of the sampling sites in Mt. Etna. 

4. Results and Discussion 

4.1. Groundwater Composition 

Table 1 summarizes the groundwater composition of Mt. Etna groundwaters found in this study. 
With the exception of SO42 , ion concentrations increase towards the west, where values are 

usually two to three times higher than neighboring regions (Figure 3). 
There is a general inverse relationship between water mineralization and elevation. The lowest 

groundwater contents were recorded on the north, and towards the cone summit in the eastern 
basin. In contrast, maximum concentrations were measured on the southernmost flank of the 
volcano (western basin). Results also indicate that Etnean waters have low temperatures, with an 
average of 17 °C. The highest water temperatures were recorded in intense tectonically fractured 
areas such as Paternò, Biancavilla, and Adrano in the West, and between Pozzillo and Zafferana in 
the East. This is consistent with [23], who argued that in an active volcanic system such as Mt. 
Etna, the transfer of deep gases (and the associated heat) toward the surface occurs principally 
along zones of high permeability in the crust. 
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Figure 3. Stiff diagrams displaying average ion concentrations in the sampled waters. 

Furthermore, high-temperature volatiles released from the magma could interact with 
descending meteoric waters causing a general increase of the temperature in the rest of the aquifer. 
This is in line with [24], who suggested a main magmatic signature linked to degassing of an 
enriched mantle beneath Mt. Etna. [25] characterized Etna’s magma as CO2-rich while [26], 
hypothesized that the asthenosphere beneath the volcano rises to a depth that permits the 
continuous escape of CO2 from the mantle. Present findings of CO2 partial pressure °pCO2), also 
suggest that Etnean waters might interact with CO2 of deep origin, arguably magmatic. Measured 
pCO2 varies between 5 × 10 4 and 2.2 bars and more than 90% of the samples exhibit values 1 to 3 
orders of magnitude higher than those expected for waters in equilibrium with the atmosphere 
(pCO2 = 10 3.6 bar). These positive emission anomalies could be attributed to the release of CO2 by 
fresh magma that intruded into the volcano plumbing system [27,28]. In contrast, the anomalous 
high pCO2 values (1.04 bars) in sample S4 could be ascribed to local waters rapidly charged with 
CO2 and dissolved elements from the surrounding soil matrix. This would also explain the high 
conductance values among the sampled springs. Maximum pCO2 values (up to 2.15 bars) were 
recorded at the “Salinella” mounts near Paternò, on the southern fringes of Etna. In here, the source 
of the fluids would be associated with a hydrothermal system enriched in CO2 with temperatures 
between 100 °C to 150 °C that extends between Paternò and the central part of the Etna [29]. 

Direct inputs of deep CO2 are a key factor in determining the chemistry of Etnean waters. In 
effect, the interaction between CO2 and infiltrating rain water lowers the pH to values below 4 [30]. 
These low-pH waters become highly reactive resulting in chemical weathering of the host basaltic 
rocks. As a result of this process, HCO3  (along with H2CO3 and CO32 ) is gradually generated, 
whilst Mg, Ca, K, and Na are released into solution. The general positive relationship between 
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HCO3  and these cations (especially Na+ and Mg2+) supports the idea that dissolution from acidic 
waters is as a major mechanism for the mineralization of Etnean aquifers (Figure 4). Bicarbonate 
concentrations are normally higher in the western basin, with values up to 23.8 meq/L around the 
towns of Paternò, S.P. Clarenza, and Biancavilla. In contrast, groundwater in the eastern basin 
shows a more limited enrichment in HCO3 , with concentration values approximately 1/3 (~5 meq/L) 
of those observed in the west. This is in line with [31], who argued that chemical weathering in Etna 
is not spatially uniform since the presence of CO2 in soils is more abundant in particular areas of 
the volcano, such as the south-western flank. 

 

Figure 4. HCO3  against major cations in groundwater. 

Furthermore, HCO3  concentrations appear to be influenced by the ground surface elevation. 
There is a negative trend between HCO3  and elevation, with the lowest concentrations towards the 
volcano’s summit. As discussed, more restricted hydrological circuits mean that CO2-enriched 
waters near the top of the edifice have fewer opportunities to react with the host basaltic rocks. 
Lower dissolution rates translate into lower HCO3  concentrations and a general decrease in the 
total dissolved solids content (TDS) of the waters. 

Electrical conductivity (EC) from 1000 to 2000 S/cm, and TDS values between 700 mg/L and  
1400 mg/L were found to be representative for groundwater in the southernmost flank of Mt. Etna. 
Exceptional salinities detected at S6 near Catania (EC = 2300 S/cm; TDS = 1694 mg/L) are 
attributed to partial mixing with seawater in proximities to the Ionian coast. Longer residence times 
favoring basalt leaching would be an additional factor explaining the higher salinity in the SW 
sector of Etna [32]. Conversely, the eastern flank is characterized by EC values between 500 and 
1000 S/cm, and TDS from 300 to 1100 mg/L. This lower TDS might be ascribed to water 
circulation in more transmissive sediments that facilitate the flow of meteoric recharge and reduce 
the transit time underground. Elevation would be another factor controlling the TDS distribution in 
groundwater. Dissolved solids in samples above 600m A.S.L. are usually below 500 mg/L, which 
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can be attributed to the limited water-rock interaction at high elevations. As expected, groundwater 
at higher elevations receives direct recharge from precipitation, which is unable to interact with the 
host rocks for long enough to produce major changes in its chemical composition. 

Major cations (Ca2+, Mg2+, Na+, K+) show a similar distribution to TDS. Calcium concentrations 
average 2.7 meq/L. Higher values were recorded south of Adrano (7–7.8 meq/L), and between 
Belpasso and Camporotondo (5–7 meq/L) towards the western margin of the volcano. The lowest 
concentrations were measured south of Paternò and north of Ragalna, on the southwest (<1.5 meq/L). 
Again, groundwater in the western basin reflects more extensive water-rock interaction due to 
longer transit and residence times. This may be explained by the rainfall distribution, as maximum 
precipitation (i.e., groundwater recharge) occurs on the eastern flank of the volcano, contrary to the 
western flank that receives lower rainfall and consequently shows prolonged interactions between 
groundwater and the host rock [33]. 

In particular, Ca2+ and K+ have a similar distribution, with sharp concentration variations around 
the region of Paternò. These changes occur over short distances and reflect different aquifers. 
Higher salinities can be related to contact with alkaline brines discharged by the Paternò mud 
volcanoes (Salinelle), although groundwater mineralization through permeable faults can still exert 
some influence. 

Magnesium reaches maximum concentrations in the western basin at S.P Clarenza, and over a 
vast area up to Catania. There exists a close relationship between Mg2+ and HCO3 . This suggests 
that dissolution caused by CO2-enriched waters on the host rocks is common to both species. In 
particular, the source of Mg2+ can be explained by the leaching of olivines and pyroxenes from the 
basaltic rocks in the substrate. 

Chloride concentrations range from 0.3 to 17 meq/L. In principle, the abundance of Cl  might  
be attributed to alteration of the volcanic rocks and to the interaction of groundwater with volcanic 
gases [3]. As in the case of Na+, maximum Cl  contents (~17.3 meq/L) were measured at S6, near 
Catania, likely due to mixing with seawater. Figure 5 shows that waters near the coast exhibit a 
Na/Cl ratio closer to the 1:1 line, unlike samples from the western basin that are partially depleted 
of Cl . Seawater intrusion and mixing between shallow groundwater and deep brines could be the 
reason for these patterns. This is also coincident with [9], who considered both mixing and water-
rock interaction to be responsible for the increased salinity of groundwater in Mt. Etna. It is worthy 
to note that although evaporates do not crop out in the area, their presence beneath the volcanic 
cover has been hypothesized both from geological and hydrochemical data [21]. These deposits 
could thus be another contributing factor for Cl  in groundwater. 

Maximum concentrations of NO3  and SO42  were observed in the valleys that exist at low 
elevations in the volcano (e.g., south of Adrano). High concentrations are also visible within the 
stretch of land south of Giarre to Fiumefreddo, suggesting the leakage of fertilizers into the 
aquifers. The availability of water resources and the quality of the soils in the lower flanks of the 
volcano have favored the agricultural exploitation of the region since ancient times. Under 
conditions of high oxygen, part of the ammonium—sulphate fertilizers applied on the ground 
would be rapidly converted to NO3 , which is not sorbed by the negatively charged soil colloids 
and moves readily to the water table [34]. At higher elevations (e.g., Valle del Bove), the SO42  
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inputs into groundwater could be controlled by the ascent of volatiles from vapor-dominated 
systems such as fumaroles rather than anthropogenic effects. 

 

Figure 5. Relation of samples against the Na:Cl ratio. 

In summary, groundwater in the area of study can be grouped into four main types: (1) Mg–Na ±  
Ca–HCO3  (with rare Cl  or SO42 ) (54%); (2) Na–Mg ± Ca–HCO3  ± (SO42  or Cl ) (28%);  
(3) Na–Ca–Mg–HCO3  (12%); and (4) Na–Mg ± Ca–Cl (with HCO3  or SO42 ) (6%). The 
differences between the first and second group are minor and mainly associated with variations in 
the Na–Mg and SO42 –Cl  content (with relative concentrations normally higher for the second 
type). This implies that types “(1)” and “(2)” explain 82% of the waters in the region. Waters of the 
third group are associated with elevated Ca2+ concentrations, while the last type is characterized by 
high salinity. Samples enriched in Cl  could be the result of mixing with seawater or solute diffusion 
from marine clay aquitards. 

Additionally, carbonate waters are generally predominant in the western basin, probably due to 
the interaction with hydrothermal CO2. In contrast, the Cl –SO42  type is mainly found along the 
coast of the eastern basin due to saline influxes. Furthermore, the eastern coast is the area most 
densely inhabited and some anthropogenic effects are already reflected in the more elevated NO3  
contents, likely derived from agricultural and urban wastewater (e.g., samples B14, S7, S9, S1). 

4.2. Isotopic Signature 

The isotopic signature of the sampled waters was also used to determine the recharge areas  
and circulation pathways in Mt. Etna (Table 2). Values for groundwater and spring samples fall 
between 4‰ to 9‰ for 18O and 19‰ to 53‰ for 2H. This is in close correlation with the 
Global Meteoric line ( 2H = 8 × 18O +10‰, [35]) and the eastern Mediterranean local meteoric 
water line (EMMWL) defined by [36]: 2H = 8 × 18O + 22‰, suggesting a predominant meteoric 
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origin for the collected samples (Figure 6). Similar trends had been reported by [4], who postulated 
that most waters in Mt. Etna originated as local precipitation infiltrated at an elevation between 
1100 and 1900 m. Minor variations in the 18O of the samples also suggest limited effects of rock 
interaction on the original water composition. 

Table 2. Typical isotopic composition of Etnean waters. 

Sample No. Sample Type Basin DIC 13C (PDB ‰) 18O (‰ VSMOW) 2H (‰ VSMOW)
B1 Bore W 0.1 9.1 51.1 
B2 Bore W 1.6 8.6 45.3 
B3 Bore W 2.4 8.6 47.0 
B4 Bore W 1.3 7.8 41.2 
B5 Bore W 1.6 8.6 45.3 
B6 Bore W 2.4 8.6 47.0 
B7 Bore W 1.3 7.8 41.2 
B8 Bore W +0.2 7.4 38.8 
B9 Bore W 1.0 6.6 38.9 

B10 Bore W 1.2 6.7 28.6 
B19 Bore W 10.3 6.8 36.7 
B23 Bore W 7.9 6.1 29.0 
S1 Spring W 1.8 8.6 50.2 
S2 Spring W 1.8 8.6 50.2 

S2-1 Spring W 1.2 8.7 46.3 
S2-2 Spring W 0.6 8.7 46.6 
S3 Spring W 0.1 7.4 40.1 
S4 Spring W 0.7 8.6 46.6 
S5 Spring W 0.1 7.3 40.1 
R River W 7.5 8.2 44.4 

B11 Bore E 1.0 7.5 37.4 
B12 Bore E 4.6 6.7 39.3 
B13 Bore E 8.6 7.2 38.9 
B14 Bore E 1.5 7.1 38.6 
B15 Bore E 2.0 7.4 37.5 
B16 Bore E - 6.3 33.0 
B17 Bore E 1.8 7.0 39.1 
B18 Bore E 4.6 6.7 37.7 
B20 Bore E 9.4 4.2 19.2 
B21 Bore E 14.5 6.0 34.3 
B22 Bore E 6.9 7.3 46.7 
B24 Bore E 7.7 7.1 31.5 
B27 Bore E 1.8 6.9 39.1 
B28 Bore E 5.0 7.8 42.2 
B29 Bore E 5.8 7.5 41.2 
B30 Bore E 9.4 4.1 19.2 
B31 Bore E 14.5 5.9 34.3 
B32 Bore E 6.9 7.3 46.7 
B33 Bore E +0.8 9.1 53.3 
S6 Spring E 11.2 6.2 33.7 
S7 Spring E 11.2 6.2 33.7 
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Table 2. Cont. 

Sample No. Sample Type Basin DIC 13C (PDB ‰) 18O (‰ VSMOW) 2H (‰ VSMOW)
S8 Spring E 11.8 6.7 37.9 
S9 Spring E 11.4 6.7 38.1 
S10 Spring E 6.1 6.9 36.5 
S11 Spring E 9.1 7.1 35.6 
S12 Spring E 1.2 - - 
R1 River E 5.4 8.0 44.9 

SM1 Salt mount Paternò - +8.8 14.5 
SM2 Salt mount Paternò - +10.4 12.0 
SM3 Salt mount Paternò - +7.5 13.6 
Sm2a Salt mount Paternò +5.3 +9.78  18.2 
Sm2b Salt mount Paternò +3.0 +10.2  21.5 
Sm2c Salt mount Paternò +1.4 +10.1  19.8 
M1 Seawater - - +1.1 +1.3 

A different trend is observed for waters collected in the salt mount brines. The “positive” 
isotopic ratio of the samples (i.e., 18O up to about +10‰, and 2H ranging from 21.5‰ to a 
maximum of 12‰) suggests that these waters could be mixed with hydrothermal fluids of deep 
origin following a more prolonged interaction with the host rocks. 

Figure 6 also evidences the contrast between the mainly meteoric groundwater against  
Cl-enriched fluids from the salt mounts. As postulated by [4], the anomalous enrichment of Cl  
might be related to the proximity of the sampled bodies to areas of intense magmatic outgassing, 
where Cl-rich gases are likely to interact with shallow aquifers. Considering that the ratio Cl/ 18O 
in the salt mounts is higher than seawater (sample M1), the direct mixing between these two fluids 
would be improbable. 

 

Figure 6. Relation between oxygen and hydrogen isotopic composition in Etnean groundwater. 

Additional information may be inferred by assessing the geographical distribution of the stable 
isotope ratios in the volcano. Waters from the southern flanks of Mt. Etna are relatively 
homogeneous and generally fit with the EMMWL. In contrast, waters in the eastern sector deviate 
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from the meteoric line suggesting that more complex processes could take place there. These 
processes might be associated to heterogeneous recharge and irregular circulation patterns, 
especially on the alluvial lowlands of the eastern basin, where surface runoff and upward flows 
could also affect the chemical signature of the waters. These observations are consistent with [4,15]), 
who described considerably more diversity for waters in the eastern flanks of the volcano. 

The isotopic composition of the waters might also be influenced by the terrain elevation, 
although the relationship is generally limited and not always distinguished (Figure 7). In effect, 
samples with a lighter isotope composition often coincide with higher elevations towards the cone 
summit, but the groundwater character still varies considerably, likely in response to additional 
underlying factors. As clouds rise up the volcano, the heavy isotopes are depleted and the residual 
precipitation gets isotopically lighter [37]. The most depleted samples would locate in the southern 
basin where the 2H composition approaches 55‰. These differences between the isotopic 
compositions in the south and other regions of the volcano could be another indication of variations 
in meteoric inputs and the heterogeneity of the hydrological circuits within Etna. A second trend 
suggests that waters become lighter from East to West, which is coincident with the main wind 
direction and the geographical distribution of precipitations. In effect, rainfall amounts peak on the 
eastern flanks of the Etna, mainly in relation to cooling sea breezes and clouds from the neighbor 
Mediterranean Sea [8]. The water vapor from the sea and the subsequent clouds and precipitation, 
are characterized by a high 2H excess which in turn, is reflected in the composition of the  
waters [38]. In its migration across the volcano, falling precipitation undergoes fractionation and 
becomes increasingly lighter. 

 

Figure 7. Stable isotopes in groundwater against elevation in the volcano. 

Values for 13C vary from as low as 14‰ in proximities to the town of Giarre (B31), up to 
about 5‰ in waters nearby the mud volcanoes of Paternò. Measured values plot above the line of 
pCO2 in the atmosphere and largely outside the typical range of groundwater suggesting a 
contribution of external CO2 (Figure 8). Given that groundwater in Etna does not come in contact 
with outcrops or superficial carbonate rocks [14], the prevailing pCO2 source would be at depth. 
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Figure 8. Partial pressure of CO2 vs. 13C showing the possible contribution of 
magmatic gasses. Typical groundwater composition within the dashed area. 

Under low HCO3  concentrations, 13C values range broadly from 2‰ to 15‰ (Figure 9).  
An increase in HCO3  (>10 meq/L) is coincident with 13C in the range of 2.4‰ and +2.3‰, with  
most samples clustering around 1.5‰. In such conditions, the equilibrium between HCO3  and 
CO2 causes the isotopic composition of the latter species to become more positive. Therefore, the 
Etnean magmatic CO2 becomes isotopically heavier [39]. This pattern suggests some additional 
inputs of CO2, possibly related to hydrothermal fluids that stripped the gasses from a magmatic 
reservoir and transported them into the shallow aquifers. In such conditions, the rise of CO2 would 
lower the pH of the circulating waters and result in higher concentration of dissolved HCO3  after 
weathering the host rocks. Thus, many waters in the studied area might be partially influenced by 
this secondary CO2 despite their overall meteoric origin. 
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Figure 9. Change in groundwater composition in relation to the HCO3  and 13C concentrations. 
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In short, two major groundwater groups can be discriminated on the basis of 13C: (1) waters 
with compositions below 4.6‰, mainly recharged by direct percolation of rainfall; (2) waters with  

13C > 2.4‰ in a stretch of land between Adrano and Misterbianco in the south, and around 
Pozillo to the east, that include a component of external dissolved gas. This trend suggests that the 
diffusion of CO2 gasses in Mt. Etna is unevenly distributed, and essentially controlled by the main 
tectonic structures of the volcano. During their ascent to the surface, these gases interact in 
different ways with shallow water-bearing strata changing their concentrations as they cross the 
aquifers [23]. 

It is worthy to note that a more particular isotopic signature was recorded at the “Salinelle di 
Paternò”. In these mud volcanoes, the 13C compositions ranged from 1.4‰ to 5.3‰ while the 
pCO2 values varied from 1.3 to 2.2 bars. The enrichment in CO2 and the high “positives” stable 
isotopic ratio observed ( 2H ~ 12‰ and 18O ~ 10.4‰) seem to indicate a very deep origin of 
these fluids. 

5. Summary and Conclusions 

A new survey dataset of major ion concentrations and isotope ratios was used to update the  
knowledge of geochemical characteristics of groundwaters and to better understand the flow 
system around Mt. Etna. The Etnean groundwaters possess a marked bicarbonate-alkaline 
chemistry, which is consistent with an abundance of dissolved CO2 gas and the composition of the 
volcanic host rocks. Chloride-sulphate and nitrate dominated waters can locally prevail along the 
Ionian Sea coast, largely due to urban contamination and the leakage of agricultural fertilizers. 
Other distinctive characteristics of the sampled waters include low temperatures, high conductance, 
and elevated hardness. The salinity of the waters decreases with elevation due to the proximity to 
recharge areas and shorter travel paths. Oxygen-deuterium isotopes showed that waters are 
essentially recharged by infiltrating rainfall. Especially to the south, most of the samples display a 
good correlation with the eastern Mediterranean meteoric water line. To the east, collected samples 
deviate from the meteoric line, suggesting more heterogeneous circulation paths, and variable 
degrees of interaction between meteoric waters and the aquifer rocks. 

Furthermore, the isotope composition is influenced by the provenance of wet air masses from 
the Mediterranean Sea. In this regard, waters become isotopically lighter to the west, following the 
distribution of precipitation on the volcano. Similarly, the liquid-vapor fractionation of waters 
results in lighter waters along with an increase in elevation or in proximity to the cone summit. 

The analysis of 13C indicates that at least a proportion of the waters, mainly in the southern 
region of the volcano, would be affected by external CO2 contributions, possibly of hydrothermal 
origin. This is also supported by pCO2 values 1 to 3 orders of magnitude higher than those expected 
for waters in equilibrium with the atmosphere. Furthermore, a high enrichment in CO2 along with 
high positive values for 2H/ 18O suggest that waters in the salt mounts around Paternò would be 
influenced by brines originating at depth within the system. 
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The Energy-Water Nexus: Spatially-Resolved Analysis of the
Potential for Desalinating Brackish Groundwater by Use of
Solar Energy
Jill B. Kjellsson and Michael E. Webber

Abstract: This research looks at coupling desalination with renewable energy sources to create

a high-value product (treated water) from two low value resources (brackish groundwater and

intermittent solar energy). Desalination of brackish groundwater is already being considered as a

potential new water supply in Texas. This research uses Texas as a testbed for spatially-resolved

analysis techniques while considering depth to brackish groundwater, water quality, and solar

radiation across Texas to determine the locations with the best potential for integrating solar

energy with brackish groundwater desalination. The framework presented herein can be useful for

policymakers, regional planners, and project developers as they consider where to site desalination

facilities coupled with solar photovoltaics. Results suggest that the northwestern region of

Texas—with abundant sunshine and groundwater at relatively shallow depths and low salinity in

areas with freshwater scarcity—has the highest potential for solar powered desalination. The range

in capacity for solar photovoltaic powered reverse osmosis desalination was found to be 1.56 × 10−6

to 2.93 × 10−5 cubic meters of water per second per square meter of solar panel (m3/s/m2).

Reprinted from Resources. Cite as: Kjellsson, J.B.; Webber, M.E. The Energy-Water Nexus:

Spatially-Resolved Analysis of the Potential for Desalinating Brackish Groundwater by Use of

Solar Energy. Resources 2015, 4, 476–489.

1. Introduction

The relationship between the water and energy sectors—for example the energy required to

distribute, collect, and treat water and wastewater and the water required to extract and process fossil

fuels and to generate electricity—is of increasing interest to policymakers and planners. A growing

population has placed a stress on water resources, which is exacerbated by an increased demand

for water for energy production. The decreasing water quality and increasing depth and distance

to raw water sources increases the strain that is already on the available water supply. As regions

look at more energy intensive options such as conveying water greater distances and treating lower

quality water with technologies such as desalination, the energy required to treat and transport raw

water increases. Since constraints on one of these two resources exacerbate the strains on the other,

solutions to the problem of limited resources often address both constraints simultaneously.

As population and water demand increase, there is a need for new freshwater sources. Because

brackish water is abundant, desalination of brackish water represents one possible alternative supply.

However, desalination is an energy intensive treatment method which remains an inhibitor to its

broader adoption. At the same time, concerns about carbon emissions and their effects on the

climate favor the use of renewable energy over conventional fossil fuels. However, renewable energy
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technologies such as wind and solar are intermittent, which can present a challenge to grid operation

if large-scale storage (such as batteries, pumped hydroelectric, or compressed air energy storage) is

not available [1]. One possible solution is to couple solar photovoltaic (PV) with desalination that

can be operated intermittently, such that stored, treated water is a proxy for energy storage. At the

same time, using the water facility only when solar power is available reduces fluctuations in power

supply to the electric grid, adding value to the integrated facility.

This research evaluates the potential of co-locating desalination plants for inland brackish

groundwater treatment and solar PV generation. This project explores the spatial component using

Geographic Information Systems (GIS) to assess the co-location of solar and brackish groundwater

resources to estimate the potential for an integrated facility to solve several problems simultaneously.

Because Texas has an isolated electric system, growing population, water scarcity, and an abundance

of solar energy and brackish groundwater, it is used as a testbed for this analysis. However, the

approach developed here is applicable outside Texas. Using temporally and spatially resolved solar

irradiance and brackish groundwater depth and quality data, a framework was developed to evaluate

these resources. This framework is intended to be useful for policy makers, regional planners and

project developers as they look towards alternative water supply in water stressed areas.

Literature surrounding the technical and economical aspects of coupling desalination and solar

PV exist, as does research on the availability of these resources. The coupling of desalination

with renewable energy is also a growing field of research [2,3]. Similar research has also been

conducted on the sustainable siting of co-located seawater desalination facilities with solar PV

factoring in technical, social and economical impacts such as solar insolation, ocean salinity, water

temperature, water stress, population and ability to pay [4], as has research on resource optimization

of wind-powered brackish groundwater RO desalination [5]. What is lacking from the literature is

methodologies for determining the optimal locations of co-located facilities for brackish groundwater

reverse osmosis (RO) and PV based on resource characteristics at a given location. This research aims

to fill that knowledge gap. While the authors are aware of the environmental concerns associated

with greenhouse gas emissions and disposal of the brine waste stream, the aim of this paper is not

to address these issues but rather to deliver a framework for the geographic analysis of the solar and

water resources impacting a coupled PV-RO facility.

2. Background on Solar-Powered Desalination and Brackish Groundwater

While the population in Texas is expected to grow 82% from 2010 to 2060, water use is estimated

to grow only 22% due to decreases in agricultural water use from efficiency improvements and

municipal water use from conservation measures [6]. Municipal water demand is expected to increase

from 4.9 million acre-feet in 2010 to 8.4 million acre-feet in 2060 while natural fresh water supplies

are estimated to decrease 10% over this period [6]. Therefore, at the current rate of production and

consumption, future supplies of water will not meet future demand unless alternative sources are

tapped. Given the existing strain on freshwater along with a wealth of solar and brackish water

resources, this research will focus on Texas as a testbed; however, the research methodology and

results will be broadly applicable to areas with similar resources and prevailing conditions.
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Texas has an abundance of brackish groundwater, thought to be more than 2.7 billion acre-feet [7],

which can possibly be desalinated and used to meet public needs. Brackish groundwater is defined

as water with a total dissolved solids (TDS) concentration of 1000 to 10,000 mg/L. For comparison,

seawater has a TDS concentration of 35,000 mg/L. The Texas Commission on Environmental Quality

(TCEQ) has set a primary standard concentration for TDS of 500 mg/L and a secondary standard of

1000 mg/L for public use [7].

RO is the most common type of desalination technology worldwide, accounting for 60% of

desalination capacity in 2010 [8]. In Texas, RO accounts for 80% of desalination systems in

operation [9]. RO applies pressure to a solution on one side of a selective membrane to reverse

the natural flow of solvent to the side with higher solute concentration. The solute remains, while the

pure solvent passes to the other side, thereby producing freshwater. Electrodialysis, a less common

desalination method accounting for 3.6% of desalination capacity worldwide in 2010 [8], uses

electromotive forces applied to electrodes that are adjacent to both sides of a membrane to purposely

move salt ions through the membrane leaving behind freshwater. ED is best applied to treatment

of brackish-water with TDS up to 5000 mg/L and is not economical for higher concentrations [10],

except in cases where ED is used for partial treatment [11]. Both methods are used coupled with PV

systems [10]. RO and ED are the most common forms of desalination to be coupled with PV [10].

Thermal methods of desalination, accounting for 34.8% of desalination worldwide in 2010 [8], are

not well-suited for coupling with PV because they are heat-based as opposed to electricity-driven.

PV cells are a rapidly growing technology with costs decreasing over time. The price of

solar PV modules in 1987 was roughly $9/W [12]. From 1998 to 2011 the price fell from

$4.90/W to $1.28/W [13]. Typical PV levelized cost of energy (LCOE) are in the range of

$0.20–$0.40/kWh for low latitudes with high insolation of 2500 kWh/m2/year, $0.30–$0.50/kWh

for 1500 kWh/m2/year (which is typical of Southern Europe), and $0.50–$0.80 per kWh for high

latitudes with 1000 kWh/m2/year [12].

In Texas, the solar energy potential, or the amount of solar radiation available to a solar PV cell,

ranges from 872 to 1310 kWh/m2/year during the winter and from 2150 to 2884 kWh/m2/year during

the summer [14]. The high end of the range corresponds to the western portion of the state while

the low end corresponds to the eastern portion of the state. Annual average global tilt solar radiation

across Texas is shown in Figure 1. There is a range from 4.76 kWh/m2/day to 6.58 kWh/m2/day from

east to west.

The most common combination of renewable energy and desalination employed worldwide

is PVRO, and accounts for 31% of renewable energy-powered desalination installation [16]. If

solar energy can be located near the desalination plant, using solar panels directly for desalination

eliminates the need to incorporate solar energy into the grid, although grid interconnectedness

provides support for the system and could allow for continuous operation of the desalination plant.

The energy intensity of desalinating brackish groundwater has been estimated to be

0.5–3 kWh/m3 of product (or treated) water [17] while other sources estimate this value to

be 1–2.5 kWh/m3 of product water [18]. The energy requirement is proportional to the TDS

concentration as well as the depth to the groundwater source. There are currently 46 brackish water

desalination plants in Texas [19]. Twelve of these facilities treat brackish surface water and account
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for a design capacity of 50 million gallons per day (56,000 acre-feet per year) [19]. Thirty-four

of these facilities use brackish groundwater as their raw water source, which acounts for a design

capacity of 73 million gallons per day (81,760 acre-feet per year) [19]. In the 2012 State Water Plan,

5 out of 16 regional water planning groups recommended brackish groundwater desalination as a

water management strategy, accounting for 181,568 acre-feet by the year 2060 [19]. Desalination

plants currently in operation in Texas are spread throughout the state, as shown in Figure 2. Only the

northern portion of the state, known as the panhandle, does not have desalination facilities.

Figure 1. Global tilt solar radiation across Texas from the National Renewable Energy

Laboratory (NREL)’s National Solar Radiation Database dataset [15].

This research focuses on RO desalination since the majority of desalination facilities in Texas

already utilize this technology. PV cells will be the primary focus of solar power generation

because PV technology can produce energy from both direct and diffuse radiation as opposed

to other concentrating solar power (CSP) technologies, which can only make use of the direct

radiation. Diffuse radiation is the radiation that is scattered from the direct beam by the atmosphere.

Integrating PV with desalination and using water storage as a proxy for energy storage can advance

the implementation of these two technologies by each one solving the problems of the other.
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Figure 2. Existing desalination plants and their design capacities in Texas.

3. Data and Methodolgy

3.1. Data

Data for this research was obtained from the following two sources: The Texas Water

Development Board’s (TWDB) Groundwater Database [20] and the National Renewable Energy

Laboratory’s (NREL) National Solar Radiation Database (NSRD) [15]. The TWDB database

was used to acquire well location coordinates, well depth, and well total dissolved solids (TDS)

concentrations for wells with well depths in the range of 100–12,000 feet and TDS concentrations in

the range of 1000–30,000 mg/L. TDS range was selected to correspond to brackish water. Available

for download online, NREL data provides monthly and average daily total solar resource averaged

over cells of 0.1 degrees in both latitude and longitude, or nearly 10-km in size, using 1998–2005

data and projected using 1983 North American geographic coordinate system. For this research, the

global tilt radiation was used, which is the total (direct and diffuse) radiation on a tilted surface.

3.2. Methodology

This research was carried out by first determining the spatial variability of brackish water

resources and of well characteristic data. Next, an integrated analysis was conducted to estimate the

solar-powered desalination capacity across Texas as a function of different factors which included

solar radiation, well depth and TDS concentration.
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3.2.1. Model Assumptions

The following assumptions were made in carrying out this research: the efficiency of solar PV

panels was assumed to be 15% for calculating the power generation from solar PV panels as reported

by industry as a typical efficiency [13], a pump efficiency of 65% was assumed based on literature [5],

and a specific gravity of 9.81 × 103 N/m3 was assumed for calculating the power requirements of

desalination [5].

3.2.2. Spatial Variability of Brackish Groundwater Well Characteristics and Solar Resources

Brackish water wells with depths in the range of 100–12,000 feet across Texas were analyzed

using the software program ArcGIS [21]. Locations were provided in decimal degree units and were

projected using North American 1983 geographic coordinate system. Using the “Spherical Kriging

Interpolation” tool in ArcGIS, the well depth and TDS concentration was estimated for locations

across Texas and projected to two different rasters. Using “Extract by Mask” tool and an outline of

Texas layer imported from ArcGIS online, the output was fit to Texas. Using the “Project Raster”

tool, the rasters were projected to USA Contiguous Albers Equal Area Conic spatial reference in

order to preserve the area. This spatial reference will be important in later use of the rasters with the

“Raster Calculator” tool. In order to prepare the solar data for raster calculation, the data from NREL

was converted to a raster using the “Polygon to Raster” tool.

3.2.3. Potential Capacity of Solar-Powered Desalination

The power requirements of desalination by RO depends on the RO and pumping power

requirements. It is assumed that the desalination facility is located at the well so that power required

for the transportation of brackish groundwater is negligible. Thus, the power for desalination can be

expressed by Equation (1) [5]:

Wdesalination = WRO +Wpumping (1)

where

Wdesalination = Power needed for desalination, W

WRO = Power needed for RO treatment, W

Wpumping = Power needed to pump brackish groundwater to the surface, W

The following Equation (2) is an extended version of Equation (1) with the equations for RO and

pumping energy substituted into the Equation [5]:

Wdesalination =

(
v × γ ×WD

ηpump

)
+

(
1, 000 N L

m2 mg
× v × (TDSin − TDSout)

)
(2)

where

γ = specific weight of water, N/m3

WD = well depth, m

ηpump = net efficiency of pump and motor system
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TDSin = TDS of feed water, mg/L

TDSout = TDS of treated water, mg/L (desired water quality, 500 mg/L)

v = volumetric flow rate of feed water, m3/s

The coefficient of the second part of the equation, 1000 N L/m2 mg , was changed from the

cited authors’ work to reflect the empirical data for the energy intensity of brackish groundwater

desalination in Texas [22]. The authors appear to have used a theoretical minimum value in the

equation based on the theoretical power requirements to overcome osmotic pressure. For this

research, the authors have chosen to modify the equation to reflect the empirical data from the

Kay Bailey Hutchison brackish groundwater desalination plant in El Paso, Texas to more accurately

predict the energy requirements. The coefficient was interpreted from the enegy intensity and

TDS data.

Equation (3) is used for the calculation of power generation from PV [23]:

WPV = ηPV ×GTR× APV × day

24 h
(3)

where

WPV = operating electrical power, W

η PV = Efficiency of electrical power operating subsystem

GTR = Global tilt radiation, Wh/m2/day

APV = Surface area of PV cell, m2

Setting the operating electrical power generated by PV cells (Equation (3)) equal to the power

requirements of desalination (Equation (2)) and solving for the flow rate, v (assuming there is no

battery included in the PV system) yields the following Equation (4):

v =
ηPV ×GTR× APV × day

24 h(
γ×WD
ηpump

)
+
(

1,000 N L

m2 mg
× (TDSin − TDSout)

) (4)

Equation (4) suggests that if well depth is small, incoming total dissolved solids concentration is

small, and the solar radiation is high then the amount of water that can be treated is higher than in

places where sunshine is less prevalent, wells are deeper, and water is more saline.

Using the “Raster Calculator” tool in GIS, the well depth, TDS concentration, and solar radiation

rasters from the previous two steps in this analysis could be used in the equation to solve for the

potential treatment (as a flow rate, v) for different locations based on their local water and solar

conditions. The output is also in raster form. Having the rasters projected to the same spatial

reference in the previous steps allowed for the mathematical operations used in raster calculator

to be performed on a cell by cell basis, i.e., for every location across Texas.

While the raster shows the variance across Texas, it can be desirable to know a more precise

location of the optimal events as well as the values of the variables that resulted in that output. In

order to determine these values, the output raster was converted back to points using the “Raster to

Point” tool and X, Y coordinates were added using the “Add XY Coordinates” tool.
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4. Results and Analysis

Brackish water wells with depths in the range of 100–12,000 feet and TDS in the range of

1000–30,000 mg/L across Texas are depicted on the maps in Figures 3 and 4. Figure 3 shows the

wells with greater well depths with larger blue circles and Figure 4 shows the same wells with the

larger red circles representing higher TDS concentrations.

Figure 3. Each dot represents a well from the Texas Water Development Board (TWDB)

database. The larger dots represent greater distances to brackish water level.

Figure 4. Each dot represents a well from the TWDB database. The larger dots represent

higher total dissolved solids concentration for that well.
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Wells appear to be concentrated in the southern tip of Texas and along the coast as well as in the

northwestern portion of the state. Well depth and TDS concentrations seem to be uniformly spread

in these regions. The depth and TDS concentrations of the wells was also depicted after interpolation

across the state was performed as a way to predict the depth and TDS concentration at any location

across Texas based on the known values for existing wells, as shown in Figures 5 and 6.

Figure 5. The depth of wells across Texas after interpolation was used to estimate well

depth for areas without data.

Figure 6. The total dissolved solids concentration of the brackish groundwater

across Texas after interpolation was performed to estimate total dissolved solids (TDS)

concentrations for areas without data.
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Figure 7 shows the capacity (as a volumetric flow rate, v) that one square meter of PV array could

produce and the location of the six highest calculated capacities. Table 1 shows the values of the

variables that resulted in these highest capacities.

Figure 7. Desalination capacity across Texas calculated using well characteristic and

solar radiation data.

Table 1. Variable Values for Six Points with the Highest Capacities.

Longitude Latitude Capacity TDS Well Depth GTR
(Decimal Degrees) (Decimal Degrees) (m3/s) (mg/L) (m) (Wh/m2/day)

–102.1313625 33.42166 2.927 × 10−5 1142 42.4 6008

–102.1313625 33.3767 2.923 × 10−5 1141 42.5 5998

–102.1313625 32.02784 2.889 × 10−5 1142 43.4 5992

–102.1313625 32.0728 2.888 × 10−5 1142 43.4 5992

–101.9964763 33.46663 2.886 × 10−5 1173 41.0 5968

–102.2212867 32.02784 2.850 × 10−5 1157 44.0 6024

The framework for the optimization performed is important because it helps tease out the

non-obvious tradeoffs. While it might appear obvious that low salinity, shallow depths to brackish

groundwater and high solar insolation would be ideal, they might not be available at the same

location. In instances when they are not, it can be difficult to know which variable plays a less

important role and to what degree. Optimization helps to answer these questions.
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5. Discussion and Conclusions

Using the methodology presented herein, a PV system covering an area of 1 m2 is capable of

producing roughly 2.93 × 10−5 m3/s in some regions of Texas if located where optimal conditions

are present. These optimal conditions include low well depth, low TDS and high solar radiation.

By using PV to power the pumping and RO processes that are a part of desalination, the negative

impacts of carbon emissions from such an energy-intensive process are reduced compared to if

conventional fossil fuel sources are used.

Interestingly, locations with deeper wells also have higher TDS concentrations. However, this is

not always the case, as is evident in the northern region. The area with deeper wells across Texas

going from the southwest to the northeast part of the state follows along Interstate 35. While it

is not certain, this could be because there is a lot of development along Interstate 35, including

some of Texas’ largest cities such as Dallas, Fort Worth, Austin and San Antonio. The Trinity and

Carrizo-Wilcox aquifers, two of Texas’ major aquifers, also run a similar path across Texas. The

Balcones Escarpment, or Balcones Fault, runs from the southwest of Texas and up, also following

a similar path through Texas. While there might be a correlation between the area of deeper wells

across Texas, the natural land and water systems, and the development along it, the authors merely

wish to point out these patterns but did not evaluate their relationship.

More than providing information for Texas, this research presents a framework for analyzing the

optimal locations of a co-located desalination facility and PV array by optimizing the utilization of

the combination of resources available. This method could be applied to other locations where the

input conditions are very different to help planners and others who must contemplate options for

where to site water treatment facilities. This analysis, being performed on a statewide level, crosses

many aquifers. This approach used a kriging interpolation which uses a distance-weighted averaging

approach to estimate the value at an unknown point based on neighboring points. The appropriateness

of this approach should be tested and other alternative interpolation methods could be analyzed to

determine which most accurately predicts well characteristics at locations where measuerments have

not been taken in order to improve the results of this analysis. The study could be scaled down to

an individual aquifer level, thereby improving our understanding of individual aquifer characteristics

and potential for desalination of brackish water from them. Another consideration that needs to

be addressed before implementing new solar-powered desalination facilities is whether there is a

sufficient supply of water available to protect aquifers from the harmful effects of overuse, such

as land subsidence. The disposal of the brine waste stream is also of environmental concern and

methods for disposal should also be evaluated.

For this research, a sensitivity analysis would help quantify the trade-offs associated with siting

a co-located facility based on the solar resources or water resources available. Considering the

large spread of desalination plants currently in Texas, an economic analysis could be performed

to determine the cost of installing PV at desalination facilities currently in operation that meet the

optimal conditions set forth in this report. Future research might also include analyzing different solar

technologies, such as concentrating solar power or solar thermal power, and other renewable energy

sources such as wind and geothermal as well as different desalination technologies, i.e., thermal
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treatment methods. By coupling wind and solar power with RO desalination, the co-located facility

could operate for longer hours during the day, since wind is stronger at night [24].
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The Energy-Water Nexus: An Analysis and Comparison of
Various Configurations Integrating Desalination with
Renewable Power
Gary M. Gold, Michael E. Webber

Abstract: This investigation studies desalination powered by wind and solar energy, including a

study of a configuration using PVT solar panels. First, a water treatment was developed to estimate

the power requirement for brackish groundwater reverse-osmosis (BWRO) desalination. Next, an

energy model was designed to (1) size a wind farm based on this power requirement and (2) size

a solar farm to preheat water before reverse osmosis treatment. Finally, an integrated model was

developed that combines results from the water treatment and energy models. The integrated model

optimizes performances of the proposed facility to maximize daily operational profits. Results

indicate that integrated facility can reduce grid-purchased electricity costs by 88% during summer

months and 89% during winter when compared to a stand-alone desalination plant. Additionally,

the model suggests that the integrated configuration can generate $574 during summer and $252

during winter from sales of wind- and solar-generated electricity to supplement revenue from water

production. These results indicate that an integrated facility combining desalination, wind power,

and solar power can potentially reduce reliance on grid-purchased electricity and advance the use of

renewable power.

Reprinted from Resources. Cite as: Gold, G.M.; Webber, M.E. The Energy-Water Nexus: An

Analysis and Comparison of Various Configurations Integrating Desalination with Renewable Power.

Resources 2015, 2, 227–276.

1. Introduction

Energy and water are inseparable: energy is used to collect, treat, and distribute water while

water is used to cool reactors, run turbines, and act as a working fluid for power plants. Management

strategies for water and energy should be aligned due to the strong interdependence between vital

water and energy resources.

Both water and energy face current and future challenges caused by societal demands. In the

water sector, rising population, overconsumption of freshwater resources, and a changing climate

have and will continue to create challenges to meet water demand around the world. Specifically,

areas such as the southwest United States are experiencing rapid population growth, more than double

the national average in recent years [1]. At the same time, many regions including the southwest

United States are facing alarming drought conditions. These droughts are expected to increase in

duration and intensity in years to come [2] due to natural weather variability and factors associated

with a changing climate. As the availability of current water resources diminishes, municipalities

and water planners are looking towards new and innovative solutions to keep up with rising water
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demand. However, alternative water resources are often times located further away from demand

centers or are of lower quality and therefore require more energy for transportation and treatment.

A promising alternative to relying more on freshwater supplies is desalination of brackish and

saline water. Desalination of seawater is gaining support in coastal areas while desalination of

brackish groundwater is seen as a potential solution for inland regions. While desalination offers

the advantage of diversifying water supplies, the energetic impacts can be significant. Desalination

requires significantly more energy than typical surface water treatment. This energy investment

can incur high financial costs on desalination operations and also result in significant carbon

dioxide emissions.

Renewable energy technologies offer a solution to meet the energy demands of desalination. By

using renewably generated electricity, it is possible to meet the energy demand of desalination in

a sustainable way. Coupling renewable power such as wind and solar with desalination offers a

means to meet the energetic needs of desalination without increasing reliance on fossil fuels. Such

an integration of technologies would limit carbon dioxide emissions.

At the same time, desalination provides a solution to inherent difficulties associated with

renewable energy. Wind and solar power are limited by both diurnal and seasonal variability.

Wind power faces predictable daily and seasonal variability and less predictable weather-induced

fluctuations. These fluctuations are challenging because inland wind availability does not typically

match energy demand. In many regions, wind speeds are strongest during nighttime hours, when

energy demand is low, and are weakest in the afternoons, when energy demand peaks. Seasonally,

wind speeds are strongest during winter months, the time when energy demand drops in warm

regions, while weaker during summer months, when energy demand peaks. The fact that wind power

availability is out of phase with energy demand creates challenges implementing wind power. It’s

difficult for operators to incorporate grid-scale wind farms due to the variable nature of power from

these facilities. The daily and seasonal fluctuations do not allow operators to meet energy demand

on the same dispatchable basis as conventional power plants. The inherent variability of wind power

can be a major setback in the advancement of renewable power technologies.

Desalination offers a solution to the variability of wind power because water treatment is a

time-flexible process that can be operated during off-peak hours. Integrating a desalination plant with

wind power provides an opportunity to utilize electricity generated from renewables in a way that is

not negatively impacted by its inherent variability. A grid-connected integrated facility can provide

energy for desalination when energy demand is low while generating electricity for the grid during

times when demand rises. By supplying energy for desalination during off-peak hours, grid-scale

wind power can be used to produce freshwater while also providing municipal electricity in a way

that is not negatively impacted by daily and seasonal fluctuations.

Collocating a desalination facility with a solar farm offers multiple benefits. The exchange of

heat between relatively cool water and warm solar panels is an opportunity to improve solar power

production. Typically, photovoltaic (PV) solar panels suffer a loss in efficiency when the PV cells

heat up. Solar energy is lost as “waste heat” that is not converted into electricity when these panels

increase in temperature. However, efficiency losses can be mitigated if solar panels are cooled.

Brackish groundwater is typically at a relatively cool temperature and can therefore be used to
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decrease the temperature of solar panels for a solar-power facility co-located with a desalination

plant. In cooling solar panels with brackish groundwater water, coupling desalination with a solar

power plant can increase the efficiency of solar power production.

Furthermore, there are water-treatment benefits of providing on-site solar power at a desalination

facility. Using slightly warm feed water for desalination reduces the energetic requirement of

the water treatment process. Therefore, preheating feed water using onsite solar panels prior to

desalination is an opportunity to reduce the energy consumption and costs. Coupling desalination

with solar power can be mutually beneficial to both technologies as water is used to improve the

efficiency of solar-power production, while solar panels are used to reduce the energy required

for desalination.

Additionally, a joined facility that produces water and electricity can mitigate risks associated

with potential fluctuations in the water or energy markets. By providing two sources of revenue, water

and electricity, an integrated facility can protect itself from the risk of declining water or electricity

sales. If water sales dip for a period of time, the facility can still bring in money by selling electricity

to the grid. Likewise, if wind and solar resources are weak on certain days, the facility will still be

able to have revenue from producing water. Providing two sources of revenue at an integrated facility

provides diversity to reduce the risk of fluctuations in the water or energy sectors.

The three technologies studied in this investigation, desalination, wind, and solar power, are

rapidly developing. However, all three face inherent challenges. Integrating these technologies

can advance their development and implementation. Additionally, coupling desalination with wind

and solar power solves challenges faced by both the energy and water sectors. A desalination

facility integrated with wind and solar power can meet water-supply challenges while simultaneously

providing sustainable renewable power. Coupling desalination with renewable power allows the

water and energy sectors to work together to meet current and future needs for strained resources.

This analysis focuses on brackish groundwater desalination in the region of Central Texas.

Previous geographic studies have indicated that Central Texas offers a viable location to integrate

desalination with renewable power due to the availability of brackish groundwater, wind, and solar

resources in this region [3]. The methodology outlined in this report is widely applicable to regions

beyond Texas where these resources are similarly available.

2. Background

2.1. Reverse Osmosis Desalination of Brackish Groundwater

Desalination of brackish and saline water is becoming an increasingly popular means for

municipalities to meet water demand. Water with total dissolved solids (TDS) between 1000

and 10,000 mg/L is considered “brackish”, while water with TDS greater than 10,000 mg/L is

considered “saline” [4]. In these TDS ranges, water is not useful for most purposes without treatment.

However, desalination provides a means to reduce the salt content so that the water may be used for

municipal, agricultural, or industrial purposes. There are a multitude of desalination technologies and
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methodologies including multistage flash distillation, multi effect distillation, vapor compression,

electrodialysis, and reverse osmosis (RO).

The investigation discussed in this paper focuses on reverse osmosis. RO desalination is a process

in which high pressure feed-water is forced through a semi-permeable membrane. The membrane

filters out bluedissolved salt ions, resulting in two separate products: low TDS product water and

high concentrate brine [5]. Recovery of low TDS product water ranges from 50% to 90% depending

on water quality and operating conditions [6]. Reverse osmosis is currently the world’s leading

technology for new desalination installations and has developed an 80% share of current desalination

plants worldwide [7]. Additionally, RO desalination is an electricity-driven process and therefore can

be viably integrated with wind- or solar-generated electricity.

Brackish groundwater is an abundant resource in Texas and one for which there is less

competition than there is for fresh water because treatment is required before municipal, agricultural,

or industrial use. The Texas Commission on Environmental Quality has established a primary

standard for TDS at 500 mg/L and a secondary standard at 1000 mg/L for municipal use while

groundwater containing TDS up to 3000 mg/L can be used for irrigation [4]. There are currently

46 municipal brackish water desalination plants in operation throughout Texas, 12 of which treat

surface water while the remaining 34 use brackish groundwater as a feed source. Reverse osmosis is

the primary desalination technology, used in 44 of the 46 desalination plants in the state of Texas [4].

Desalination of brackish groundwater is a growing water-supply option in the state, with a design

capacity that has increased from 104 million cubic meters per year in 2005 to 166 million cubic

meters per year in 2010 [8].

Strong recommendations to expand desalination practices in Texas have been indicated by the

Texas Water Development Board (TWDB). By the year 2060, the Board projects a 22% increase

in water demand and 10% decrease in water supply [9]. To meet this growing water demand,

TWDB has suggested increasing brackish groundwater desalination capacities to 224 million cubic

meters per year by 2060, accounting for approximately 2% of all recommended water management

strategies [4].

There are a number of challenges associated with desalination that can limit implementation.

For inland desalination plants, brine disposal is an environmental and economic concern. Current

options include wastewater or surface water discharge following treatment, land application, deep

well injection, evaporation ponds, and zero point discharge [10]. The major challenge, however,

is the high energetic requirement of desalination. Desalination consumes approximately ten times

as much energy as typical surface water treatment [6]. This significant energy requirement can be

environmentally detrimental by driving up reliance on fossil fuels and increasing carbon dioxide

emissions. Additionally, meeting energetic requirements can be costly to plant operators and are

typically the single largest expense of desalination facility operations. Electricity costs of RO

desalination typically comprise of 30% to 50% of total desalination operational expenses [11]. While

desalination of brackish groundwater offers a promising means to meet increasing water demand,

challenges associated with the high energy requirement of this process must be considered.
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2.2. Wind-Powered Desalination

The United States wind power industry is growing rapidly. Adding 13.1 gigawatts (GW) of

new capacity and bringing in an investment of 25 billion dollars in 2012, the installed wind power

capacity in the U.S. rose to 60 GW [12]. These additions made wind power the largest source of

electrical-generating capacity additions in the country. Wind power constituted 43% of new power

additions in 2012 to overtake natural gas as the leading source of new capacity for that year [12].

Figure 1 indicates that the the growth in wind power has been a long-term trend over the past decade,

as energy planners hope to diversify power sources, limit reliance on fossil fuels, and curb carbon

emissions.

Figure 1. Annual and cumulative wind power added in the United States [13].

Despite the rapid growth of wind power in recent years, the inherent variability of wind limits this

technology. Daily and seasonal fluctuations in the availability of wind power prohibits plant operators

from using wind power on a dispatchable basis to meet demand as they do with conventional

power plants. An additional complication is that the diurnal and seasonal variability of inland

continental wind mismatches demand [14]. When electricity demand peaks during the afternoon,

inland continental wind speeds are typically weak. When electricity demand decreases at night and

in the early morning, inland continental wind speeds peak. Similarly, inland continental wind speeds

are weakest during the summer, when electricity demand is highest, and strongest during the winter

and shoulder months, when electricity demands are typically lower [14]. Fluctuations in wind power

availability that mismatches demand creates challenges in integrating wind power to the grid for

policy makers in the energy sector, who have indicated a pressing need for the development of storage

technologies [15]. A possible solution to these challenges is to dedicate wind power to a time-flexible

process, such as water treatment. Desalination is a process that can be operated intermittently, a

characteristic that makes it conducive to integration with wind power. In essence, desalinated water

could act as a proxy for storing wind energy. Additionally, when wind power generation is above the

requirement for desalination, wind-generated electricity can be sold to the grid. When wind power is
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below the requirement for desalination, electricity can be purchased from the grid to power the water

treatment process. This idea provides a solution to the intermittency of wind-power availability and

to problems associated with the high energy intensity of desalination.

Wind-driven desalination has been investigated since the 1980s when installation projects began

in Europe. Development began in Ile du Planier, France starting in 1982, comprising of a 4

kW turbine used to desalinate seawater [16]. While the majority of wind-driven RO desalination

systems treat seawater, there have been a few investigations into wind-powered brackish groundwater

desalination. A current demonstration project in Seminole, Texas is investigating wind-powered RO

desalination of brackish groundwater from the Ogallala aquifer. The required power in this project is

supplied by a combination of grid-electricity and electricity generated by a 50 kW wind turbine [11].

The operational analysis of this demonstration project is still to come at the time of writing this paper,

however, the project indicates the technical feasibility of wind-powered RO desalination of brackish

groundwater. Additionally, research into the economic feasibility of these systems has indicated that

wind-powered desalination can be cost competitive with stand-alone desalination facilities in regions

with strong wind resources high electricity costs [17].

Due to the inherent variability of wind-power production, the majority of wind-driven

desalination projects and operations include battery storage or backup power by alternative sources

such as a diesel generator. Studies exist that have investigated the possibility of combining

wind-power with grid-electricity to drive the desalination process [18,19]. This possibility offers

a potential solution to the intermittent nature of wind power. Recently, studies have investigated

a configuration in which a desalination facility and wind farm are grid connected. Electricity

purchased from the grid can potentially drive desalination during hours when wind-power is not

available. Additionally, including an on-grid wind farm enables the facility to sell electricity to the

grid during times when it is economically attractive to sell wind-generated electricity rather than use

it for desalination. Grid-connected wind desalination was determined to be economically feasible in a

study by Clayton, Stillwell, and Webber that investigated integration of desalination with wind-power

in a grid-connected configuration [3]. One of the goals of this investigation is to expand on work

conducted in that analysis by adding an investigation of integrating both wind and solar power with

RO desalination.

2.3. Solar-Powered Desalination

Similar to the wind power industry, the solar power sector is experiencing rapid growth as

indicated by Figure 2.

Like wind power, solar power faces challenges associated with variability. Although solar-power

production more closely matches demand than wind, operators nonetheless experience challenges

with integrating solar power with the electricity grid due to daily and seasonal fluctuations.

Specifically, solar insolation captured during off-peak morning hours is often of low value due to

limited energy demands in the early morning [15]. A possible solution to this challenge is to use

low-valued solar power for a time-flexible process such as water treatment by integrating solar power

with desalination. During off-peak hours, solar-generated electricity can power the desalination
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process, enabling the treated water to act as a storage proxy for solar energy. When energy demand

and electricity prices rise, the higher-valued electricity generated from the solar farm can be sold

to the grid. Coupling solar power with desalination can advance the implementation of solar-power

technology by providing a use for electricity generated during off-peak hours.

Figure 2. United States cumulative installed photovoltaic (PV) solar capacity [21].

For desalination applications, electricity generated from a solar farm can be used to power pumps

that develop the high pressure needed to force feedwater through the semi-permeable membrane

used in the desalination process. Investigation into solar-powered desalination has been conducted

since the 1970s and demonstration projects were developed as early at 1978 [22]. Since this time,

there have been a number of demonstration units and small-scale plants implemented. However,

projects have been limited to supplying relatively modest amounts of product water, with the largest

plant producing approximately 75.7 cubic meters per day [23], a small fraction of the product water

supplied by municipal desalination plants in the United States.

Despite a general decreasing trend in the cost to produce desalinated water using solar energy,

PV-powered RO desalination is not yet cost-competitive with conventional desalination plants that

use energy from the grid [24]. The majority of solar-powered desalination projects are designated

to remote regions where grid electricity is not available. Additionally, most current PV-powered RO

operations require battery storage of electricity in order to provide energy during hours when solar

power cannot be produced.

An integrated solar power/desalination facility that is connected to the grid could potentially

supply fresh water and renewable power without the need for battery storage. A grid-connected

system provides the opportunity to use either solar-generated electricity or electricity purchased from
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the grid to power desalination depending on times of day when each option is economically attractive.

An on-grid PV system additionally allows the integrated facility to sell electricity to the grid during

hours of peak electricity demand, when electricity prices are high. Grid-connected solar-powered

desalination can potentially offer an economically attractive opportunity for an integrated facility to

generate revenue from both water production and electricity generation.

2.4. Wind/Solar-Powered RO Desalination

Hybrid systems in which wind and PV solar energy are used to power desalination have been

investigated for quite some time. Providing a combination of wind and solar energy can be

advantageous because power availability from these sources often occurs during different times

of day. As discussed previously, solar power typically peaks in the afternoon while the highest

wind speeds occur during the night in many regions. Additionally, solar insolation is strongest

during summer months, while more wind power is typically generated during the winter than during

summer. Hence, power generated from wind and solar technologies do not match one another on a

daily or seasonal basis. Power from wind can be used during certain times when solar power is not

available and vice versa. The diurnal and seasonal variability of wind and solar power is conducive

to combining these renewable energy technologies.

Successful operation of a hybrid wind/PV solar RO desalination unit has been reported in some

arid and isolated regions. Daily production of 3 cubic meters has been maintained in an Israeli

demonstration project that desalinates brackish groundwater using a combination of PV solar and

wind power [25]. This unit included two-day battery storage by a backup diesel generator for times

when wind and solar power could not generate sufficient electricity for desalination. From this

investigation and similar ones, it is clear that backup power would be necessary due to the intermittent

nature of wind and solar power.

Additional considerations regarding wind and solar powered desalination include capital and

operational costs as well as the potential for energy recovery. These considerations were analyzed by

Zhu et al., (2010) is a an analysis focusing on optimizing specific energy consumption [26]. Results

from this analysis provide context and important considerations for the study of desalination powered

by renewable energy. However, capital and operational costs as well as the potential for energy

recovery are beyond the scope of this work. The analysis discussed here focuses on operational

profiles and potential revenue.

Possible extensions not included in this analysis are the potential for energy storage through

battery technology and different energy systems such as biofuels for off-grid cases. There are

advantages and limitations to energy storage for desalination that have been recently analyzed [27].

Likewise, additional energy sources such as biofuels and biogas have been studies for off-grid

membrane desalination in a number of applications [28]. While these considerations are important

to the field of renewable power and desalination, the focus of the analysis discussed here is limited to

wind and solar-powered desalination without energy storage. Future work may incorporate additional

energy sources and storage potential.
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2.5. Photovoltaic Thermal System Used for Reverse Osmosis Desalination

2.5.1. Photovoltaic Thermal Solar Technology

In recent years, there have been substantial research developments regarding photovoltaic thermal

(PVT) solar technologies as a way to improve the efficiency of harnessing solar energy. These

systems are a combination of photovoltaic and thermal solar components that can produce both

electricity and heat for useful purposes. Though many collector types have been investigated, air

or water is often used a heat collector in these panels [29]. Figure 3 displays a typical configuration

of a flat-plate PVT solar panel. These systems include an enclosed PV model that is cooled by a

working fluid entering one end of the panel and leaving through the opposite end. For the analysis

discussed in this investigation, brackish groundwater is considered as the PVT module coolant.

Figure 3. Configuration of a flat-plat photovoltaic thermal (PVT) panel [29].

Traditional PV panels convert only 5% to 18% of incoming solar insolation into electricity [30].

A majority of solar energy is converted to heat, raising the temperature of the solar cells. Studies

have indicated a significant correlation between the PV module temperature and the efficiency of

solar energy conversion into electricity. As the temperature of the PV panel increases, efficiency

of energy conversion to electricity declines [30,31]. By cooling the solar panels, the efficiency of

electricity production can be improved. A PVT solar system, compared to a traditional PV system,

can significantly enhance solar power production by limiting the temperature increase of the panels.

Additionally, heat extracted from the solar panels by the coolant can be resourcefully reused. For

instance, a European company, Solimpeks, has developed PVT panels cooled by water, in which the

hot water leaving the solar panels is used for domestic purposes. The company suggests that its PVT

panels are significantly more efficient than typical PV solar systems due to the cooling mechanism.

The advertised efficiency of solar energy conversion to electrical power is 25%, more than 50%
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greater than that of non-cooled PV solar panels [32]. Although there has been extensive research

regarding PVT solar panels over the past decade, applications for heated water using this technology

are still very limited [29].

Studies have been conducted regarding PVT solar modules for desalination using processes

other than reverse osmosis. For instance, the use of “waste heat” for Multiple Effect Evaporation

(MEE) has been investigated and simulated by researchers in Israel [33]. MEE systems utilize heat

for an evaporation process in which water is separated from solids in a multi-stage system. The

process allows for relatively high operating flexibility and short start up time, making it conducive to

meeting water demand efficiently [34]. Researchers suggest that power generation from the combined

PVT-desalination process can outperform that of conventional solar farms [35]. Additionally, under

specific circumstances, these studies suggest that PVT-MEE desalination can be cost competitive

with conventional desalination [33].

The investigation discussed in this paper considers a design in which brackish groundwater is used

to cool the panels of the modeled solar farm. Research over the past couple of decades has accelerated

improvements in PVT systems that have drastically increased the thermal and electrical efficiencies of

these modules [36]. Integrating desalination with solar power offers a potential application for new

and exciting PVT technologies. Brackish groundwater can be used in a PVT system to cool solar

panels and collect PVT “waste heat”. This configuration is possible because brackish groundwater

is typically at a relatively cool temperature compared to the solar panels. By incorporating a design

that includes PVT solar modules, the temperature difference between the cool brackish groundwater

and the hot solar panels can be used to an engineering advantage to improve the efficiency of solar

power production. Using brackish groundwater as a coolant in the PVT system prior to treatment can

increase the percent of incoming solar insolation that is converted into electricity. As discussed in the

following section, exchanging thermal energy between the brackish groundwater and the solar panels

is also advantageous in the water treatment process. Additional implications of heating brackish

groundwater prior to desalination should be considered in experimental studies of this technology.

However, these additional considerations are beyond the scope of the systems analysis discussed in

this paper.

2.5.2. Reverse Osmosis Feed Water Temperature

Recent studies indicate that raising the temperature of feed water in the RO process can reduce

energetic requirements for treatment. As discussed previously, RO is a pressure-driven process in

which a significant amount of energy is required to provide a high pressure to force feed water

through a semi-permeable membrane. A feed pressure of up to 300 to 400 pounds per square inch

(PSI) is required for brackish groundwater desalination [6]. However, research at the University

of Texas at El Paso (UTEP) Center for Inland Desalination has indicated that the required pressure

can be reduced if the water temperature is increased. These studies indicate that the specific energy

required to drive the desalination process is reduced by 3.4% when feed water temperature increases

from 25 degrees Celsius to 30 degrees Celsius [37]. By preheating brackish groundwater before RO
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treatment, it is possible to reduce the energy intensity of the process by limiting the pressure required

to force water through the RO membranes.

2.5.3. Texas as a Testbed

This study focuses on Texas, although the methodology is applicable to other regions with

available resources. As indicated previously, Texas is facing tough circumstances with respect to

population growth and depletion of water resources. The 2012 State Water Plan has recommended

increasing brackish groundwater desalination as a water management strategy and outlined a number

of projects that can provide new water supplies through this process. While desalination may provide

a means to meet water supply challenges, the potential increase in energetic requirements to collect

and treat brackish groundwater are incongruent with goals to limit the reliance on fossil fuels and

reduce carbon emissions. Additionally, municipalities are likely to experience undesirable increases

in the cost of water treatment as a result of advancement in desalination activities. Given the State’s

plan to install brackish groundwater desalination facilities, it will be prudent for Texas water planners

to consider integrating these facilities with renewable power to mitigate unwanted increases in carbon

emissions and electricity costs from the grid. Based on plans indicated by water managers across the

state, Texas is a time-relevant location to choose for this investigation.

Additionally, the geographic availability of water, wind, and solar resources in Texas, make the

state a feasible location for this analysis. Wind speeds adequate for generating power are prevalent

in Texas and the state is the nationwide leader in wind power. Over 20% of installed wind capacity

in the United States is in Texas, with 12,355 megawatts (MW) of the total 61,108 MW [38]. The

wind power sector in Texas is growing rapidly, and the state installed more wind power capacity

(1826 MW) than any other state in the year 2012 [12]. Additionally, Texas is the lowest cost region

for installing wind power projects [12]. Generally, a wind power classification greater than three

is considered to be profitable for generating power from a utility scale wind turbine. As shown in

Figure 4, regions of central Texas and the panhandle have wind classifications above this required

threshold [3]. The availability of wind and the relatively low cost of installation compared to other

states make Texas a conducive environment for the development of wind farms as means to meet the

growing energy demand.

Texas is also an attractive region for the development of solar power. In a recent assessment of

technical potential for PV solar power accounting for the prospective market, economic and technical

considerations, and available resources, Texas was rated as the state having the greatest potential for

utility-scale solar power [40]. While solar insolation is strongest in the west and central region of the

state, there is technical potential for utility scale solar power throughout much of Texas as a result

of available solar resources as well as large and growing populations [41]. Texas currently ranks

seventh in the United States in total installed solar capacity with 134 MW and ninth lowest in the

Nation for installed cost at $5.83 per Watt [42]. Solar energy potential increases from east to west

across the state, as shown in Figure 5, which displays the annual average solar insolation. Across the

state, solar insolation ranges from 2 to 7.2 kilowatt hours (kWh) per square meter per day [43]. This
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range of solar insolation, in addition to growing energy demand in the state, makes Texas an ideal

region for utility-scale PV solar installations.

Figure 4. Geographic variability of wind classification across Texas [39].

Figure 5. Annual average solar insolation in Texas [43,44].

The abundance of brackish groundwater throughout the State is another key reason Texas is a

conducive location for this analysis. As shown in Figure 6, there are over 10,000 current wells

reaching groundwater considered “brackish” (TDS between 1000 and 10,000 mg/L) [45]. There is

an estimated 2.7 billion acre-feet of brackish groundwater in the Texas [4]. The strategies outlined
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by water planners and availability of brackish groundwater make Texas a suitable region to study in

this analysis.

Given the availability of these resources around the state, Texas offers an appropriate location to

study the integration of brackish groundwater desalination with wind and solar power. Developing

a model with Texas as a testbed enables this analysis to provide a methodology that will also be

applicable to other regions with similar solar, wind, and water resources.

Figure 6. Brackish groundwater wells in Texas [45].

This investigation offers an analysis of desalination powered by renewable energy sources.

By developing a water treatment model based on fluid dynamics, an energy model based on

thermodynamics, and an optimization model that integrates the water treatment and energy models,

this investigation provides insight into the potential for powering desalination with renewable

energy. Consideration is given toward the economics of wind and solar powered desalination in

the optimization model. This model develops a daily schedule for desalination based on electricity

prices and availability of renewable power. Additionally, the optimization model develops results

and a methodology to determine expected revenue from water production, electricity sales to the

grid, as well as the cost of electricity purchased from the grid for a desalination facility integrated

with wind and solar power. By modeling a desalination plant coupled with wind and solar power and

considering the economics of this idea, the hope of this analysis is to gain a practical understanding

of the benefits and tradeoffs involved in water treatment powered by renewable energy.
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Additionally, the analysis performed here offers a novel approach to blueinvestigate the

energy-water nexus in the realm of water treatment and renewable power. As discussed in

the previous sections, earlier models have analyzed solar-powered desalination, wind-powered

desalination, and solar/wind-powered desalination. However, few models have analyzed the

possibility of solar and/or wind powered desalination in which the facility is also integrated with

an electricity grid, in this case with the Electric Reliability Council of Texas (ERCOT) grid.

Moreover, with the exception Clayton’s analysis of wind-powered desalination [3], there have not

been investigations to model an integrated facility in which power can not only be bought from

the grid, but also sold to the grid from the modeled wind or solar farm. There are potentially

times of day when electricity prices are high enough that an integrated facility would prefer to sell

wind or solar-generated electricity to the grid rather than use the electricity for desalination. An

economic analysis of a modeled wind/solar powered desalination facility can provide insight into

the expected operational schedule of such a facility. The analysis in this investigation builds and

uses an optimization model to determine times of day when it is economically beneficial to make

one of three decisions: use wind or solar power for desalination, sell wind or solar power to the

grid and buy electricity from the grid to power desalination, or halt the desalination process. In

addition, the analysis develops a model to estimate daily revenues from desalinated water sales and

wind/solar power production as well as the expected cost of electricity from the grid. By analyzing

grid-connect wind and solar-powered desalination, this investigation fills a knowledge gap regarding

how an integrated wind/solar-powered desalination facility can interact with the electricity grid to

provide both desalinated water and renewable power.

Furthermore, this investigation includes analysis of a PVT solar configuration in which water

is used to cool solar panels while thermal energy from solar panels is used to preheat feed water.

As discussed in previously, a PVT solar module can be used as a sort of heat exchanger between

the solar panels and brackish groundwater. Transferring heat from the solar panels to the water is

mutually beneficial for solar power production and water treatment: cooler solar panels are more

efficient at converting solar insolation into electricity while preheated water requires less energy

in the desalination process. By considering the possibility of using PVT solar panels as part of

a desalination plant, this investigation attempts to fill the void in offering a new and potentially

beneficial use for PVT panels. This investigation hopes to answer questions regarding how a PVT

solar configuration may perform compared to other configurations in a modeled desalination plant

and offer insight into the potential for use of PVT solar panels at a desalination facility.

Another novel aspect of this this investigation is to investigate the potential to diversify revenue

in a desalination facility combined with renewable power. It is possible that providing wind and solar

power at a desalination facility can mitigate risks associated with declining water sales by providing

revenue from electricity. Similarly, the facility may also reduce the risk of declining electricity sales

by selling water. A desalination facility integrated with renewable power brings in revenue from two

different markets, water and energy, incorporating diversity in revenue.
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3. Modeling Methods

3.1. Overview

The methodology in this investigation is divided into three sections to develop the tools necessary

to conduct an investigation of a brackish groundwater reverse osmosis desalination plant powered by

wind- and/or solar-generated electricity. The three models used as the basis for this analysis are as

follows: (1) water treatment model; (2) energetic model; (3) integrated optimization model.

Using these models, four different scenarios are analyzed in this investigation to compare

desalination powered by different energy sources and a combination of these sources.

Scenario A analyzes a desalination plant that can be powered by electricity generated at an integrated

solar farm or by grid-purchased electricity. Correspondingly, power from the modeled solar farm can

be either used for desalination or sold to the electricity grid, as shown in Figure 7.

Figure 7. Scenario A models a desalination facility integrated with solar power that can

either use solar-generated electricity for water treatment or sell solar-generated electricity

to the grid.

Scenario B assumes the same circumstances, except incorporating a modeled wind farm rather

than a solar farm, similar to work by Clayton, Stillwell, and Webber [3]. Desalination in this scenario

can either be powered by the wind turbines or by electricity purchased from the grid; similarly, wind

power can be either used for desalination or sold to the grid, as shown in Figure 8.

Scenario C analyzes a desalination facility integrated with a wind farm and co-located with a solar

farm. In Scenario C, wind-generated energy can be sold to the grid or used for desalination; similarly,

desalination can be powered by either wind-generated electricity or by electricity purchased from the

grid. Solar-generated electricity from the co-located solar farm is assumed to be sold to grid. In

addition to the opportunity to sell solar power, the purpose of the co-located solar farm is to provide

heat exchange between the solar panels and the pretreated brackish groundwater using PVT modules.

The brackish groundwater is assumed to be preheated before water treatment to reduce the energy
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intensity of desalination while the solar panels are assumed to be cooled using brackish groundwater

to improve the efficiency of solar power production. In Scenario C, the solar farm and desalination

facility are co-located for the purpose of yielding these mutual benefits and it is therefore assumed

that all solar-generated electricity is sold to the grid. Revenue generated from the co-located solar

farm can also be an important source of revenue from this facility to make desalination integrated

with renewable power more attractive. This scenario is shown in Figure 9.

Figure 8. Scenario B models a desalination facility integrated with wind power that can

either use wind-generated electricity for water treatment or sell wind-generated electricity

to the grid.

Figure 9. Scenario C models a desalination facility integrated with a wind farm and

co-located with a solar farm. Wind-generated electricity is used to power the water

treatment process while the solar panels are used to reduce the energetic intensity of

desalination.
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Finally, Scenarios A, B, and C are compared to Scenario D in which desalination is powered

solely by electricity purchased from the grid. Electricity from the grid is assumed to be purchased at

an industrial price, as discussed in the section regarding the integrated this model. This final scenario

is shown in Figure 10.

The following sections describe the models used to analyze Scenarios A, B, and C of desalination

powered by renewable energy, and Scenario D of desalination powered by the electricity grid.

Figure 10. Scenario D models the traditional approach of a desalination facility that is

powered by electricity purchased from the grid.

3.2. Water Treatment Model

The power requirement for brackish groundwater desalination is estimated to determine the

energetic needs of the proposed integrated facility and to size the modeled wind and solar farms.

Using a modified version of the approach developed by Clayton, Stillwell, and Webber [3], the total

power needed by the desalination facility (P) is estimated by combing the power required for pumping

water from the aquifer and through pipelines (PP ) and the power required to push water through the

desalinating membranes (PD), as shown in Equation (1).

P = PP + PD (1)

The power required for pumping, shown in Equation (2), utilizes the Darcey-Weisbach for head

loss in a pipe due to frictional and gravitational forces. The calculated pumping power requirement

is a function of the density of water (ρ), the pump efficiency (ηP ), the acceleration due to gravity

(g), the desalination capacity factor (CFD), the depth to the aquifer (z), the pipe length (l), the pipe

diameter (D), and the friction factor (f ), as shown in Equation (2).

PP [kW ] = (
ρ[ kg

m3 ]g[
m
s2
]q[m

3

s
]

1000ηPCFD

)× (z[m] +
(

4q[m
3

s
]

π(d[m])2
)2

2g[m
s2
]

× f

d[m]
× (z[m] + l[m])) (2)

The flow rate of water (q) is calculated from the desired daily treated water generation (GD)

divided by the reverse osmosis recovery factor (RD), which is the ratio of product water to incoming

groundwater, assumed to be 0.8 in this analysis. The calculation used to determine the assumed flow

rate is given in Equation (3).

q[
m3

s
] =

GD[
m3

d
]

RD

× 1

86400
[
d

s
] (3)
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The power required for the reverse osmosis desalination process (PD) is a function of the energy

intensity of desalination (ED), the desalination capacity factor (CFD), and the flow rate (q), as shown

in Equation (4).

PD[kW ] =
ED[

kWh
m3 ]q[m

3

s
]

CFD

× 3600
[s]

[hour]
(4)

The energy intensity of desalination used in this analysis is 1.5 kWh
m3 based on values reported in

literature for reverse osmosis desalination of brackish groundwater [46–48]. The 1.5 kWh
m3 value

is used for models in this investigation that do not assume brackish groundwater is preheated

before treatment.

As indicated previously, research has shown that preheating brackish groundwater before

treatment can alleviate the energy intensity of the desalination process by decreasing the pressure

required to force water through the semi-permeable membrane. Research at the Center for Inland

Desalination at the University of Texas at El Paso (UTEP) suggests that the specific energy required

to operate desalination units decreases by 3.4% if water is heated just 5 degrees Celsius [37]. Using

results from this research, it is assumed that the energetic intensity of desalination (ED) is reduced

by 3.4% for the scenarios involving PVT solar panels that enable the water to be preheated prior

to the desalination process. Hence, for Scenarios A and C, which assume brackish groundwater is

preheated before treatment, the energy intensity of desalination used is 1.4 kWh/ m3

The desalination capacity factor (CFD) is the ratio of the actual output of treated water to the

potential output of treated water for the plant operating in an ideal situation. This factor is included

to account for maintenance interruptions and is assumed to be 0.95 (the actual output is 95% of

potential output).

For this analysis, a daily product water generation of 3000 m3/day is used, which is just over

790,000 gallons per day. This daily water generation would be capable of supplying the municipal

demand serving a population of 4000 assuming a per capita demand of 195 gallons per person per

day, the average daily use in Texas’s 40 largest cities in 2000 [49]. However water conservation

efforts recommended by the Texas Water Development Board encourage 1% annual reduction in

water demand until the goal of 140 gallons per person per day is reached [50]. Assuming a daily

use meeting this goal, the modeled desalination plant would meet the daily municipal demand for a

population of approximately 5600.

Equation (1) through Equation (4) represent the water treatment model used in this investigation.

These equations are used in order to determine the energetic requirement of the desalination plant

modeled in this analysis. Parameter assumptions used in the water treatment model are shown in

Table 1.

Utilizing this water treatment model, Scenarios A, B, C, and D were analyzed in order to estimate

the energetic requirement of brackish groundwater desalination. This estimation was incorporated

into the energy model discussed in the following section.



175

Table 1. Water treatment model parameter values.

Parameter Symbol Value

Depth to aquifer z 275 m

Pipe length l 5250 m

Density of water ρ 1000 kg/m3

Pump efficiency ηP 0.65

Acceleration due to gravity g 9.81 m/s2

Pipe diameter D 0.3 m

Friction factor f 0.0162

Reverse osmosis recovery factor RD 0.8

Energy intensity of reverse osmosis for Scenarios B and D ED 1.5 kWh/m3

Energy intensity of reverse osmosis for Scenarios A and C ED 1.4 kWh/m3

Desalination capacity factor CFD 0.95

Desired daily product water GD 3000 m3/day

3.3. Energy Model

The energetic model was developed to estimate the appropriate size for the required wind and/or

solar farm to integrate or collocate with desalination in Scenarios A, B, and C. Using historical wind

and solar farm output data as well as basic principles of thermodynamics, the energetic model is used

to estimate sizing and power output that can be used alongside the water treatment model for this

analysis of desalination powered by renewable energy.

3.3.1. Solar Farm Sized for Preheating Water in Scenario C

A thermodynamic analysis of the heat required to raise brackish groundwater temperature

sufficiently to reduce the energetic intensity of desalination was performed following basic

thermodynamic principles [51]. For Scenario C, it is assumed that brackish groundwater is preheated

before treatment to lower the energetic requirement of desalination and that the solar panels are

cooled with pretreated water to improve the efficiency of solar-power production. In this scenario,

the solar farm is assumed to be co-located with a desalination plant to yield these mutual benefits.

Accordingly, the solar farm is sized to provide sufficient thermal energy to enable water to be heated

before treatment. Based on results from the UTEP Center for Inland Desalination [37] discussed

previously, the energy intensity of desalination can be reduced by approximately 3.4% if brackish

groundwater is heated 5 degrees Celsius. In accordance with this research, the solar farm is sized

to provide sufficient thermal energy to heat brackish groundwater by 5 degrees Celsius, from 25

to 30 degrees.

The “Zeroth” Law states that all mass is conserved within the boundaries of a closed system and

all mass that enters an open system must exit or be stored in the system. Here, an open system of the

PVT modules is assumed to be operating at steady state, such that the mass entering equals the mass

exiting. The working fluid and mass of interest in this scenario is water, which is assumed to absorb
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thermal energy from the solar panels. The PVT solar panels in Scenario C act as a heat exchanger

in which “waste heat" from the relatively hot panels is transferred to the relatively cool water. As

previously discussed and shown in Figure 3, a working fluid, water in this case, enters one end of

the PVT panel and exits the other end at a higher temperature. The mass of water entering the PVT

exchanger (ṁin) equals the mass of water exiting (ṁout), as shown in Equation (5).

ṁin = ṁout = constant (5)

The mass flow rate of water (ṁ) is calculated based on the desired daily product water (GD).

This value must be divided by the desalination recovery rate (RD) to account for the fact that not

all pumped water is treated to drinking-water quality in the desalination process. Additionally, the

desired daily product water (GD) must be divided by the inverse of density for water (1
ρ
) to convert

a volume flow rate to a mass flow rate. The calculation of this mass flow rate (ṁ) is shown in

Equation (6).

ṁ[
kg

s
] =

GD[
m3

day
]

1
ρ
[m

3

kg
]RD

× 1

86400
[
day

sec
] (6)

The “system” in this thermodynamic analysis is defined as a control volume consisting of the

brackish groundwater passing through the PVT panels. Heat (Q̇) is transferred from the hot solar

panels to the relatively cool brackish groundwater. The specific enthalpy of the brackish groundwater

entering the PVT panels (ḣin) is increased and the water leaves with a higher specific enthalpy (ḣout)

due to the heat transfer from the warm panels to the cool water. This concept is the conservation of

energy, known as the First Law of Thermodynamics, and presented in Equation (7).

Q̇[kW ] = ṁ× (hout[
kJ

kg
]− hin[

kJ

kg
]) (7)

The specific enthalpy of water is a function of water temperature and can be found using

thermodynamic property tables [51]. The energetic model assumes water temperature is increased

five degrees Celsius, from 25 to 30 degrees Celsius based on research of preheating reverse osmosis

feed water [37] and the temperature of naturally occurring groundwater in central Texas [52]. Hence,

specific enthalpies of entering and exiting water in Equation (7) are taken at 25 and 30 degrees

Celsius, respectively. While density is also a temperature dependent property, this value varies

negligibly for water between 25 and 30 degrees Celsius. Parameter value for Equations (6) and

(7) are listed in Table 2.

Table 2. Heat exchange parameters.

Parameter Symbol Value

Inverse of density of water 1
ρ 0.001003 m3

kg

Specific enthalpy of water entering PVT panel hin 104.89 kJ
kg

Specific enthalpy of water exiting PVT panel hout 125.79 kJ
kg
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Finally, the required solar farm capacity in Scenario C (CSOLAR,C) is estimated by dividing the

heat (Q̇) found in Equation (7) by the thermal efficiency of the PVT solar modules (ηPV T ). In this

analysis, a thermal efficiency of 0.55 is assumed based on average values reported from studies

regarding experimental performance of PVT solar panels [35,53]. This final calculation of the solar

farm sizing in Scenario C is shown in Equation (8).

CSOLAR,C [kW ] =
Q̇[kW ]

CFSOLARηPV T

(8)

These calculations were performed to estimate the solar power capacity for a modeled solar farm

that is sized to preheat brackish groundwater. The next section uses similar methodology, but is used

to estimate the required size for a solar farm used to power desalination.

3.3.2. Solar Farm Sized for BWRO Desalination in Scenario A

In the energetic model for Scenario A, the solar farm is integrated with the BWRO desalination

facility for the primary purpose of supplying power for the water treatment process. Hence, the

modeled solar farm is sized to meet the power requirement of BWRO desalination. The required

power in this process (P) is calculated using Equation (1) and divided by the solar power capacity

factor (CFSOLAR) to account for the intermittent nature of available solar power. Using the estimated

power for desalination and the capacity factor, Equation (9) is developed to calculate the required

solar farm size for Scenario A (CSOLAR,A).

CSOLAR,A[kW ] =
P [kW ]

CFSOLAR

(9)

The solar energy supplied to BWRO desalination plant will not be constant because of the

inherent daily and hourly variability of solar resources. Therefore, the modeled solar farm utilizes

the capacity factor (CFSOLAR) to size the facility to meet the heating requirement of the BWRO

desalination facility based on the average generation from the solar farm. Data of hourly solar

insolation measured in Abilene, a city in Central Texas, was used to determine average solar

insolation and calculate the solar farm capacity factor (CFSOLAR) [44,54]. Based on these data,

on a typical day, it is determined that average incoming solar insolation is 21% of peak incoming

solar insolation at the location and therefore average output for the modeled solar farm is 21% of

peak installed solar capacity. The capacity factor for solar power (CFSOLAR) of 0.21 is used in

Equation (9) to estimate the required solar farm capacity (CSOLAR,C) based on the power required

for desalination (P) in Scenario A.

Using data solar insolation data recorded in Abilene [54], the modeled solar farm is sized in

Scenario A assuming that typical output is 21% of peak solar farm capacity. On some days, it is

therefore possible that power generation from the solar farm may be above or below the required

power for desalination. Solar-generated electricity can be sold to the grid on days when power is

above typical output while electricity can be purchased from the grid on days when output is below

the requirement for water treatment. This idea is incorporated in the integrated model and is an

essential concept of the grid-connected integrated facility discussed in this investigation.
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3.3.3. Wind Farm Sizing for Scenarios B and C

Another primary purpose of this investigation is to compare the benefits and tradeoffs of

integrating desalination with different sources of renewable power, namely wind versus solar.

An integrated facility consisting of a solar farm (Scenario A), a wind farm (Scenario B), and

a combination of a wind and a solar farm (Scenario C) are investigated in this analysis. The

methodology for the energetic module in Scenario B is based on the wind-powered desalination

investigation performed by Clayton, Stillwell, and Webber [3].

The wind farm modeled in Scenario B is sized to meet the power requirement of BWRO

desalination. Similar to the solar farm modeled in Scenario A, the wind farm modeled in Scenario B

will not be constant due to the inherent variability of wind resources. Therefore, the modeled wind

farm is sized to meet the power requirement of the BWRO desalination facility based on average

generation from the wind farm. Data of wind-power generation from the Sweetwater 1 Wind Farm

in Central Texas were used in this analysis to determine the average output and calculate the wind

farm capacity factor (CFWIND) [55]. Based on these data, it is determined that average output is

approximately 35% of installed capacity. Therefore, the modeled wind farm will be sized to provide

power for the BWRO facility accounting for a wind farm capacity factor (CFWIND) of 0.35. The

required wind farm size for Scenario B (CWIND,B) is a function of this capacity factor and the

estimated power requirement of BWRO desalination (P), as shown in Equation (10).

CWIND,B[kW ] =
P [kW ]

CFWIND

(10)

Similar to the solar farm in Scenario A, the wind farm in Scenario B is sized based on the energetic

requirement of BWRO desalination assuming average of the peak output from the wind turbines.

Power generation from the wind farm can vary above or below the required power for desalination

due to fluctuations in wind power availability. Hence, when wind power generation is above the

requirement for desalination, wind-generated electricity can be sold to the grid. When wind power is

below the requirement for desalination, electricity can be purchased from the grid to power the water

treatment process. The integrated model incorporates this idea for the grid-connected wind farm in

Scenario B.

Results from the water treatment and energy models are used in the integrated model to investigate

the potential daily operational schedule for desalination powered by renewable energy, as discussed

in the following section.

3.4. Integrated Model

A grid-connected BWRO desalination facility integrated with renewable power offers an

opportunity to provide both treated water and electricity. One of the goals of this analysis is

to develop a daily operational schedule to understand when wind and solar-generated electricity

would be used for desalination versus when this electricity would be sold to the grid. A related

assessment is investigating the times electricity must be purchased from the grid in order to meet the

energetic requirement for desalination when renewable power is unavailable or sold for other uses.
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The integrated model discussed in this section provides these assessments. Using results from the

water treatment and energy models, the integrated model provides an analysis of the potential daily

operational schedule of a desalination facility integrated with wind or solar power. Additionally,

the integrated model estimates potential daily revenue from desalination, daily revenue from power

production, and the daily cost of electricity purchased from the grid.

The integrated model is programmed to develop a daily operational schedule that would maximize

overall daily revenue from a modeled desalination facility integrated with renewable power. Capital

and operational costs are an important consideration, however, are beyond the scope of this work,

which focuses on daily revenue. To perform this optimization, a General Algebraic Modeling

System (GAMS) [56] was developed for each of the three Scenarios (A, B, and C) and compared

to a baseline case of desalination powered by grid-purchased electricity (Scenario D). The model

is based on 15 min time intervals, the given interval for electricity pricing in Texas as determined

by the Electric Reliability Council of Texas (ERCOT). At each 15 min time interval, the model

optimizes operations by determining if the facility should produce water using wind/solar-generated

electricity, produce water using electricity purchased from the ERCOT grid, or pause desalination in

order save money on electricity and brine disposal. For Scenarios A, B, and C, the model determines

if wind- or solar-generated electricity should be used for water production or sold to the ERCOT grid,

depending on which option is more profitable at the given 15 min interval. By developing optimal

operational schedules for wind/solar powered desalination, the integrated model offers insight into

how an integrated facility may interact with the electric grid.

Wind and solar resources as well as electricity prices vary seasonally. Therefore, the operational

analyses in this investigation develops optimal daily profiles for a typical summer day and a typical

winter day. Electricity and output data from July, August, and September were used for summer

months while data from December, January, and February were used for winter months. The

following section discuss this seasonal analysis of optimal daily profiles and provide details regarding

modeling differences between Scenarios A, B, C, and D.

3.4.1. Water Production Revenue and Cost for Scenarios A, B, C and D

For all scenarios analyzed in this investigation, the revenue generated from desalination (RDESAL)

is calculated by multiplying the price of water (PrWATER) by the quantity of water generated in each

of the 15-minute interval (GD,t), as shown in Equation (11).

RDESAL[
$

day
] = PrWATER[

$

m3
]×

96∑
t=1

GD,t[
m3

t
] (11)

Additionally for all scenarios, the analysis of desalination must account for the cost of disposing

of the high salinity brine (CBRINE) that is generated in the reverse osmosis process. This cost is a

function of the unit cost of brine disposal (PrBRINE) and the quantity of water generated in the each

15 min interval, demonstrated in Equation (12).

CBRINE[
$

day
] = PrBRINE[

$

m3
]×

96∑
t=1

GD,t[
m3

t
] (12)
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Municipal water prices in Texas range from $0.20 to $2.80 per m3 [57]. This investigation

was therefore performed to compare low, moderate, and high water prices of $0.20, $1.60, and

$2.80 per m3. The unit cost of brine disposal is assumed to be $0.04 per m3 based on the assumption

of deep-well injection as the brine disposal method at the modeled desalination facility [58,59].

To estimate the electricity that must be provided by either the grid or the renewable energy

sources, the power used for water production (EDESAL) must be calculated in each 15 min interval

based on the desired daily product (GD), power required per unit of water production (P), and quantity

of water produced in each interval (GD,t), as shown in Equation (13).

EDESAL[
kWh

t
] =

P [kW ]

GD[
m3

day
]
× ∗GD,t[

m3

t
]× 24

[hour]

[day]
(13)

An additional cost that Scenarios A, B, C and D all incorporate is the cost of electricity purchased

from the grid. Recall that in Scenarios A, B, and C, electricity can be purchased from the grid if wind-

or solar-generated electricity is unavailable or if wind- or solar-generated electricity is sold to the grid

rather than used for desalination. For this analysis, the price of electricity purchased from the grid

(PELECTRICITY ) is assumed to be $0.068 per kilowatt hour (kWh), the average price of electricity

for industrial consumers in 2011 [60]. The total cost of grid-purchased (CELECTRICITY ) electricity

is a function of this price and the quantity of electricity purchased from the grid (EGRID) during each

15 min interval, as shown in Equation (14).

CELECTRICITY [
$

day
] = PELECTRICITY [

$

kWh
]×

96∑
t=1

EGRID[
kWh

t
] (14)

For all scenarios analyzed in this investigation, the price of electricity used is the average

wholesale electricity price for each 15 min interval during the given season (summer or winter).

ERCOT data from 2012 was used for grid electricity prices (PELECTRICITY ) [61].

A constraint included in the models for Scenarios A, B, C and D is that for the daily water

production must be at least 1000 m3 per day. This constraint is included to model a practical

scenario in which a minimum daily requirement of water must be met regardless of the economic

favorability of the operations to meet water demand of a municipality. The facility is designed to

produce 3000 m3 per day, but may generate less water if economic circumstances indicate it is more

profitable to halt desalination during certain times of day.

Equations (11)–(14) are used in the integrated GAMS model for all scenarios, A, B, C, and D.

The following sections discuss additional equations used respectively by each unique scenario.

3.4.2. Integrated GAMS Model for Scenario A

The integrated GAMS model for Scenario A calculates the solar-generated electricity sold to the

grid and the solar-generated electricity used for desalination. Data from Abilene discussed previously

were used to estimate the expected availability of solar energy at each 15 min interval throughout the

day. The electricity provided by the modeled solar farm (ESOLARA,t) is assumed to be proportional

to the direct solar insolation (SR) at the given 15-minute interval, as shown in Equation (15). Note
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that the factor of 1/4 is included in the following equation to account for the fact that there are four

fifteen-minute intervals, the time step of this analysis, in each hour.

ESOLARA,t[
kWh

t
] =

SRt[
W
m2 ]

SRMAX [
W
m2 ]

× CSOLAR,A[kW ]× 1

4

hour

t
(15)

The electricity generated at the solar farm sold the the grid in Scenario A (ESOLAR−GRIDA,t) is

calculated by taking the solar energy produced (ESOLARA,t) minus the energy used for desalination

(EDESALA,t) in each 15 min time interval, represented in Equation (16).

ESOLAR−GRIDA,t[
kWh

t
] = ESOLARA,t[

kWh

t
]− EDESALA,t[

kWh

t
] (16)

The revenue from solar energy sold to the grid in each 15-minute interval (RSOLARA,t) is

calculated by multiplying the amount of solar energy sold to the grid (ESOLAR−GRIDA,t) by the

electricity price (PrELECTRICITY ) at each time period. Total revenue from solar energy (RSOLARA
)

is then taken as the sum of the revenue in each 15-minute interval. These relationships are shown in

Equations (29) and (30).

RSOLARA,t[
$

t
] = ESOLAR−GRIDA,t[

kWh

t
]× PrELECTRICITY [

$

kWh
] (17)

RSOLARA
[$] =

96∑
t=1

RSOLARA,t[
$

t
] (18)

For the price of electricity in each 15 min interval (PrELECTRICITY ), ERCOT West Zone Real

Time electricity prices from 2012 were used [61]. The wind and solar farms from which the data

were collected are located in this electricity pricing zone.

Finally, the total revenue for Scenario A (RA) can be calculated based on the revenue from

desalination (RDESAL), revenue from solar power (RSOLAR), cost of electricity from the grid

(CELECTRICITY ), and cost of brine disposal (CBRINE), as shown by Equation (19).

RA[$] = RDESALA
[$] + RSOLARA

[$]− CELECTRICITYA
[$]− CBRINEA

[$] (19)

By maximizing the objective function defined in Equation (19), the GAMS model computes a

daily schedule for Scenario A to maximize daily revenue.

3.4.3. Integrated GAMS Model for Scenario B

The integrated GAMS model for Scenario B is developed in a similar fashion to that for Scenario

A, except using a modeled wind farm rather than a modeled solar farm. For input data to estimate

the availability of wind resources, daily profiles from the Sweetwater 1 Wind Farm were used. The

electrical energy provided by the modeled wind farm is assumed to be proportional to the average

capacity factor from the Sweetwater 1 Wind Farm dataset at each 15 min interval for the given

season (summer or winter), as shown in Equation (20). Note that the factor of 1/4 is included in the

following equation to account for the fact that there are four fifteen-minute intervals, the time step of

this analysis, in each hour.

EWIND,t[
kWh

t
] = CFAV G,t × CWIND,B[kW ]× 1

4

hour

t
(20)
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Similar to the solar farm in Scenario A, the electricity generated from the wind farm in Scenario

B that is sold to the grid (EWIND−GRIDB ,t) is calculated by taking the difference of wind energy

produced (EWINDB ,t) the energy used for desalination (EDESALB ,t) in each 15 min time interval,

represented in Equation (25).

EWIND−GRIDB ,t[
kWh

t
] = EWINDB ,t[

kWh

t
]− EDESALB ,t[

kWh

t
] (21)

The revenue from wind energy sold to the grid in each 15-minute interval (RWINDB ,t) is calculated

by multiplying the amount of wind energy sold to the grid (EWIND−GRIDB ,t) by the electricity price

(PrELECTRICITY ) at each time period. Total revenue from wind energy (RWINDB
) is then taken as the

sum of the revenue in each 15 min interval. These relationships are shown in Equations (26) and (27).

RWINDB ,t[
$

t
] = EWIND−GRIDB ,t[

kWh

t
]× PrELECTRICITY [

$

kWh
] (22)

RWINDB
[$] =

96∑
t=1

RWINDB ,t[
$

t
] (23)

Similar to Scenario A, the total revenue for Scenario B (RB) can be calculated using the revenue

from desalination (RDESALB
), revenue from wind power (RWINDB

), cost of electricity from the grid

(CELECTRICITYB
), and cost of brine disposal (CBRINEB

), as shown by Equation (24).

RB[$] = RDESALB
[$] + RWINDB

[$]− CELECTRICITYB
[$]− CBRINEB

[$] (24)

Equation (24) is used as the objective equation in the GAMS model to determine the daily

schedule that maximizes total revenue for Scenario B.

3.4.4. Integrated GAMS Model for Scenario C

Scenario C models a desalination facility integrated with a wind farm to power water production

and co-located with a solar farm to provide preheating of brackish groundwater. Wind energy can

be used for water treatment or sold to the grid depending on temporally varying electricity prices.

Correspondingly, desalination can be powered by either wind-generated electricity or by electricity

purchased from the grid. The desalination plant coupled with wind power utilizes the same governing

Equations (25)–(27) in Scenario C as in Scenario B, shown below.

EWIND−GRIDC ,t[
kWh

t
] = EWINDC ,t[

kWh

t
]− EDESALC ,t[

kWh

t
] (25)

RWINDC ,t[
$

t
] = EWIND−GRIDC ,t[

kWh

t
]× PrELECTRICITY [

$

kWh
] (26)

RWINDC
[$] =

96∑
t=1

RWINDC ,t[
$

t
] (27)

In Scenario C, the purpose of collocating the desalination plant with a solar farm is to provide

preheating of brackish groundwater and cooling of solar panels. As discussed previously, all solar

power is assumed to be sold to the grid in this scenario. Hence, the solar electricity sold to the
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grid (ESOLAR−GRIDC ,t) in this case is the summation of the solar electricity generated, as shown in

Equation (28).

ESOLAR−GRIDC ,t[
kWh

t
] = ESOLARC ,t[

kWh

t
] (28)

Once this modification is made, the governing equations to calculate the revenue from solar

energy (RSOLAR) in Scenario C are the same as those for Scenario A, shown below.

RSOLARC ,t[
$

t
] = ESOLAR−GRIDC ,t[

kWh

t
]× PrELECTRICITY [

$

kWh
] (29)

RSOLARC
[$] =

96∑
t=1

RSOLARC ,t[
$

t
] (30)

Total revenue in Scenario C accounts for revenue from desalination (RDESALC
), revenue from

solar-generated electricity (RSOLARC
), revenue from wind-generated electricity (RWINDC

) as well

as the cost of electricity from the grid (CELECTRICITYC
) and the cost brine disposal (CBRINEC

), as

shown in Equation (31). The potential efficiency increase associated with cooler solar panels is not

considered in this analysis.

RC [$] = RDESALC
[$] +RSOLARC

[$] + RWINDC
[$]− CELECTRICITYC

[$]− CBRINEC
[$] (31)

The objective function shown in Equation (31) is maximized for each 15-minute interval to

develop an optimal daily schedule for the desalination facility integrated with wind power and

co-located with a solar farm.

3.4.5. Integrated GAMS Model for Scenario D

Scenarios A, B, and C are compared to a situation in which all energy required for desalination

is purchased from the ERCOT electric grid. For this case, the electricity purchased from the grid in

each 15-minute interval (EGRIDD,t) is equal to the energy required for desalination (EDESALD,t) in

that time period, indicated in Equation (32).

EGRIDD,t[
kWh

t
] = EDESALD,t[

kWh

t
] (32)

The total cost of grid-purchased electricity is the summation of the electricity purchased in each

of these intervals (EGRIDD,t) multiplied by the industrial electricity price (PrELECTRICITY ), as shown

in Equation (33).

CELECTRICITYD
[$] = PrELECTRICITY [

$

kWh
]×

96∑
t=1

EGRIDD,t[
kWh

t
] (33)

The total project revenue for Scenario D is the revenue from desalination minus the costs of

electricity and brine disposal, shown in Equation (34).

RD[$] = RDESALD
[$]− CELECTRICITYD

[$]− CBRINED
[$] (34)

Equation (34) represents the objective function for a typical scenario is which desalination is

powered by electricity purchased from grid.
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The equations developed in the optimal operation analysis for Scenarios A, B, C, and D were

run in a GAMS optimization model. Using the revenue equation as the criterion value in each

case, the model maximizes total profits by determining when desalination should be powered by

wind/solar-generated electricity or when wind/solar-generated electricity should be sold to the grid

and desalination should be powered by grid-purchased electricity. If electricity and brine-disposal

costs are greater than revenue from desalination at any given time, the model can also discontinue

desalination to maximize total project revenue. By running this optimization model, daily schedules

for desalination were developed for a typical summer and a typical winter day. Additionally, revenues

from desalination, wind power, and solar power were calculated, as well as electricity cost from the

grid. Using results from the water treatment and energy models, this integrated model offers insight

into potential operations of a grid-connected desalination facility powered by renewable energy.

Results from these models are discussed in the following sections.

The design variables in this analysis vary in each scenario. In Scenario A, the model determines if

solar generated electricity is sold to the grid or used for water treatment. Likewise, for Scenario B, the

model determines if wind-generated electricity is sold to the grid or used for desalination. Scenario

C considers the same decision as Scenario B, but with the addition of pre heating feed water. For

Scenario D, the model determines if electricity should be purchased from the grid or if desalination

should be halted in each time interval. In all the scenarios described above, the determination is made

with the goal of maximizing daily operational revenue. In essence, the design variable is what the

model chooses to do with electricity at any given time interval to maximize the criterion function of

daily revenue.

4. Results and Discussion

4.1. Overview

Four Scenarios (A, B, C, and D) were analyzed each at three different water prices ($0.2, $1.6,

and $2.8 per cubic meter) to generate optimal daily profiles for two different seasons (summer and

winter). Results from the water treatment and energy models were utilized in an integrated model to

investigate the potential operational schedule of a desalination facility integrated with renewable

power. Optimal operational schedules developed by the integrated model offer insight into the

potential benefits and tradeoffs associated with combining desalination with wind and solar power.

4.2. Water Treatment Model Results

The primary purpose of the water treatment model is to provide an estimate of the energy intensity

of BWRO desalination for a specified location, in this case, Central Texas. Recall that Scenarios A

and C involved the assumption of preheating water before treatment, while Scenarios B and D assume

water is fed to the treatment facility at its underground temperature. Hence, the power requirement

for water treatment will be reduced for Scenarios A and C compared to Scenarios B and D based
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on the assumption that preheating feed water lowers the energetic intensity of reverse-osmosis

desalination [37].

For Scenarios B and D, using the parameters summarized in Table 1, an estimated 440 kW

of power is required by the BWRO desalination plant. Of this 440 kW, approximately 194 kW

is required for pumping water from the ground and through facility pipelines, while 246 kW is

needed for the reverse osmosis treatment process. For the cases that assume preheating of brackish

groundwater, Scenarios A and C, the power requirement is estimated to be approximately 432 kW

(194 kW for pumping and 238 kW for reverse osmosis treatment). The reduction in the energy

consumed by desalination for the cases assuming preheating in this modeled situation is quite

small. Because the water treatment model assumes a conservative estimate for the reduction in

specific energy due to preheating of approximately 3.4% [37], the overall energy requirement in

the preheating case remains very similar to the non-preheating case. However, a more significant

reduction in the energy requirement of BWRO desalination could be achieved for models assuming

larger quantities of daily product water or assuming water is heated to a higher temperature.

The results shown in Table 3 indicate that while the specific energy intensity of desalination

can be reduced by preheating water before treatment, the reduction in the energetic requirement

of the desalination plant may be minimal. However, a configuration of desalination coupled with

solar power offers the additional benefit of improving solar panel efficiency. While improvements

in the energetic performance of these systems may be small, benefits to solar power production

must also be considered and could make a desalination facility integrated with solar power a

favorable configuration.

Table 3. Water treatment power requirement.

Scenarios A and C Scenarios B and D

Total power requirement by desalination plant 432 kW 440 kW

Power required for pumping 194 kW 194 kW

Power required for RO treatment 238 kW 246 kW

4.3. Energy Model Results

The energy model was developed to estimate the size of the modeled solar and/or wind farm to

be integrated with BRWO desalination. This section discusses the results the energetic analysis.

For Scenario A, the solar farm was sized to provide adequate power for water treatment when

solar resources are available. In this scenario, the BWRO facility power requirement makes use

of the reduced energy intensity due to the assumption of preheating water before treatment. Using

this power requirement and a capacity factor 0.21 taken from solar data in Abilene [54], the model

estimates a 2057 kW solar farm to be coupled with desalination for this application.

The other configuration involving solar power, Scenario C, sizes the solar farm in order to provide

adequate thermal energy to preheat water before treatment. Based on principles of thermodynamics

discussed in Chapter 3 [51], the energy model estimates a 1644 kW solar farm would provide
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adequate thermal energy for preheating of feed water to reduce the energetic intensity of desalination

by the assumed value of 3.4%.

Finally, the energetic model is used to estimate the required wind farm size to provide adequate

power for BWRO desalination. Scenario C assumes water is preheated before treatment while

Scenario B does not include a solar farm so this assumption is omitted. The estimated wind farm

size of Scenario B (1257 kW) is therefore higher than that of Scenario C (1233 kW). These results,

as well as the results solar farm sizing in the energy model are summarized in Table 4.

Table 4. Solar and wind farm sizes.

Solar Farm Wind Farm

Scenario A 2057 kW N/A

Scenario B N/A 1257 kW

Scenario C 1644 kW 1233 kW

The solar farm capacity to provide power for water production is greater than the required size

to provide preheating of groundwater. Accordingly, feed water in Scenario A can be assumed to be

preheated, because the solar farm size is greater than the necessary capacity for preheating that is

estimated for Scenario C.

The results in Table 4 indicate that the capacity of the required solar and wind farms for a BWRO

facility integrated with renewable power is significantly greater than the nominal power required

for water production at the desalination facility. This result is expected because of the intermittent

nature of wind and solar power, accounted for by the sizing capacity factors. To generate the desired

daily product of 3000 m3 per day, the solar and wind farms must have a capacity significantly larger

than the power required for desalination in order to accommodate for days and hours when wind

speeds and solar insolation may be weaker than the farm’s capacity and therefore the wind and solar

farm output is less than the facility’s maximum power output. A key benefit of coupling renewable

power with desalination is that water treatment is a time-flexible process that can be operated when

wind and solar resources are available to drive water production. Water is easily stored and therefore

water treatment offers an ideal opportunity to utilize renewable energy, which is often produced at

non-ideal times. The fact that water treatment process can be operated on a schedule determined

by power availability rather than power demand makes combining wind and solar with desalination

a plausible option. The energy model and associated wind and solar farm sizings estimated here

indicate that it is possible to supply the desired daily product at a water treatment facility coupled

with renewable power as long as the wind and solar farms are sized adequately above the nominal

power requirement for desalination.

4.4. Operational Profiles from the Integrated Model

Results from the water treatment model and the energy model were used in an integrated model

to develop daily schedules for a BWRO facility integrated with renewable power. By developing
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an optimization program to maximize revenue, the integrated model offers insight onto how a

desalination plant may perform if coupled with wind and solar power. Additionally, the optimization

model gives indications regarding how the desalination facility may balance the use of grid-purchased

electricity versus using renewably-generated electricity.

4.4.1. Operational Profiles for Scenario A

Scenario A models a BWRO desalination plant integrated with solar power in which the solar

farm is sized to provide power for water production. To gain understanding into the operations of

a grid-connected solar farm, the optimization model allows for the plant to sell solar power to the

ERCOT grid and buy electricity for desalination during times when it is economically favorable to

do so. This situation was analyzed for a typical summer and winter day, as well for water prices of

$0.20, $1.60, and $2.80 per m3. Figure 11 shows the potential daily operations for Scenario A on a

typical summer day.

In Figure 11, it is interesting to note that there exist significantly long times of day when

solar-generated electricity is sold to the grid rather than used for water treatment. During times when

electricity prices are high, specifically during late afternoon and early evening, it is more profitable

for the integrated BWRO/solar facility to sell solar-generated electricity to the grid, rather than use it

for desalination. For water prices of $1.60 and $2.80 per m3, the facility elects to purchase additional

electricity because producing water is economically attractive in the cases modeling moderate and

relatively high water prices. For a water price of $0.20 per m3, the facility chooses to halt desalination

and only produce the minimum desired daily product when solar power is unavailable or being sold

to the grid.

Similarly, for Scenario A during winter, there are times of day when electricity prices are high

enough that it is economically attractive to sell solar-generated electricity to the grid rather than use

it for water production. Additional electricity is purchased from the grid to power desalination for

water prices of $1.60 and $2.80 per m3, while desalination is temporarily discontinued when the

modeled water price is $0.20 per m3.

The optimal operational profiles for Scenario A indicate that coupling desalination with solar

power offers a potential benefit in providing flexibility to the integrated facility; revenue can be

generated from water production or from solar power production depending on the season and

time of day. However, the daily profiles also indicate that coupling solar power with desalination

may not be appropriate for regions with high electricity prices and low water prices. Figures 11

and 12 suggest that there are a number of times of day when the facility would prefer to sell

solar-generated electricity to the grid and purchase additional electricity for desalination. The fact

that solar power availability typically matches demand means that it is often economically attractive

to use solar-generated electricity to meet demand from the grid, rather than use it for a time-flexible

process such as desalination. The operational profiles shown in Figures 11 and 12 suggest that there

are a number of times of day during both winter and summer that the integrated facility may choose

to sell solar-generated electricity rather than use this on-peak energy source for desalination.
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Figure 11. Optimal operational profiles for Scenario A during summer.

4.4.2. Operational Profiles for Scenario B

Results from Scenario B indicate that coupling desalination with an off-peak energy source such

as wind power may be a better fit configuration to integrate with water production than solar power.

In Scenario B, there are very limited periods of time when the facility elects to sell wind power to

the grid, rather than use it for desalination. Throughout most of the day, wind is dedicated to the

water treatment process. These results are in sharp contrast with results for Scenario A, when the

facility elects to sell power to the grid on multiple instances. As indicated in the following results

from Scenario B, coupling wind power with desalination is preferable to integrating solar power

with desalination.
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Figure 12. Optimal operational profiles for Scenario A during winter.

In the summer profile for Scenario B, there is a brief period in the afternoon when wind-generated

electricity is sold to the grid rather than used for water production. Additional electricity was

purchased during this time at a modeled water prices of $1.60 and $2.80 per m3 so that the BWRO

facility may continue to operate at full capacity. At the water price of $0.20 per m3, desalination

was discontinued in the afternoon when electricity prices rise and the facility chooses to sell

wind-generated electricity to the grid. These results are shown in Figure 13.
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Figure 13. Optimal operational profiles for Scenario B during summer.

For the winter day in Scenario B shown in Figure 14, wind power is dedicated to desalination

rather than sold to the grid. For the cases modeling moderate and high water prices, wind-generated

electricity is used exclusively for desalination whenever available and only excess wind power is

sold to the grid once the energetic requirement for water production is met. This result occurs

because wind power mismatches energy demand, meaning peak output from the farm occurs during

the off-peak hours of energy demand. Accordingly, electricity prices are not high enough when

wind speeds are strong to warrant selling wind-generated electricity to the grid. Figure 14 showing

Scenario B during a typical winter day indicates that wind power is used for water production

throughout the entirety of the day in the situations modeling moderate and high water prices. In

these cases, it makes sense for the facility to use wind power exclusively for water production and

only sell wind-generated electricity to the grid once the demand from desalination is met. The fact

that the plant elects to use wind-generated electricity for desalination rather than sell wind power to

the grid indicates that using wind power for a time-flexible process such as desalination may be an

appropriate application for this intermittent energy source.
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Figure 14. Optimal operational profiles for Scenario B during winter.

A comparison of Scenario A and Scenario B shows that electricity is sold to the grid more

frequently when the desalination plant is coupled with solar power than when desalination is

integrated with wind power. This result occurs because solar power production matches energy

demand while wind power production typically mismatches demand. A comparison of the

operational profiles for Scenarios A and B indicate that wind power is better suited than solar power

for a time flexible process such as water production than solar power. The following section compares

these operational profiles.

4.4.3. Operational Profiles for Scenario C

Results from Scenario C indicate that using a co-located solar farm to preheat brackish

groundwater water (while simultaneously cooling solar panels with water) and dedicating

wind-generated electricity to water production may be a prudent appropriation of resources for
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a desalination facility integrated with renewable power. As shown in the following section, this

configuration appears to offer beneficial timing of available wind and solar power. Solar panels can

be used to reduce the energy required to treat water while generating electricity to meet demand from

the grid. Wind power, which mismatches energy demand, can be used for time-flexible process such

as desalination. The results from Scenario C demonstrate this idea.

During a typical summer day, shown in Figure 15, wind-generated electricity is able to provide

adequate power for desalination for a majority of the day, while solar-generated electricity is sold

to the grid during times of high energy demand. For the modeled water price of $0.20 per m3,

water treatment is operated throughout the night and early morning. Wind-generated electricity is

sufficient to power this process, as indicated by the fact that electricity is not purchased from the

grid while desalination is operated. When electricity prices rise in the afternoon, desalination is

discontinued because it is economically favorable to sell wind-generated electricity to the grid rather

use wind power for desalination in the model when the water price is low. For the case with this low

modeled water price, the BWRO desalination plant is not operating at capacity, but rather provides

the minimum daily requirement, 1000 m3 of treated water.

At the modeled moderate and high water prices, desalination is economically attractive and

facility operates at capacity all day. Throughout the night and during a majority of the day, the

facility uses exclusively wind-generated electricity to produce water. There is a short period of time

in the afternoon when electricity is purchased from the grid to power the desalination process and

wind resources are sold to the grid. However, for water prices of $1.60 and $2.80 per m3, the BWRO

facility is able to produce water using wind-generated electricity throughout most of the day. During

the night, morning, and part of the afternoon, wind resources are sufficient to power desalination and

no electricity is purchased by the BWRO plant. Electricity prices are high enough in late afternoon

(approximately 15:00 to 17:00) such that wind-generated electricity is sold to the grid and additional

electricity is purchased to power desalination. For the remainder of the day, water treatment is

powered solely by wind-generated electricity and only excess wind power is sold to the grid at times

when wind speeds are strong enough to power water production and produce excess electricity to sell

to the grid. The fact that the facility would be reliant on wind rather than grid-purchased electricity

for most of the day indicates that wind power is ideal for coupling with desalination; wind power is

typically available during time periods when energy demand from the grid is low and therefore can

be paired with a time-flexible process such as desalination. Figure 15 demonstrates this idea with the

indication that wind-generated electricity is dedicated to desalination during a majority of the day

and there is only a short period of time when electricity is purchased from the grid.

Additionally, Figure 15 indicates that solar-generated electricity is well suited to meet energy

demand from the grid. As expected, revenue is generated from solar power during daytime hours and

peaks during the late afternoon when energy demand rises and solar insolation is strong. The times

when the facility is able to sell solar power to the grid match times of highest demand, in the morning

and afternoon. Accordingly, the facility is able to sell electricity at peak prices. Revenue from

selling solar electricity is an important component in the analysis of revenue sources for Scenario C,

discussed later in this report. The results in Figure 15 demonstrate that wind power can adequately
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supply the energetic requirement for desalination while solar-generated electricity can bring in an

additional revenue stream during peak times of day.

Time

Figure 15. Optimal operational profiles for Scenario C during summer.

The winter profiles for Scenario C also demonstrate a situation in which wind-generated

electricity is dedicated to desalination while solar power is produced during times with relatively

high electricity demand. Figure 16 suggests that wind resources are used only for desalination when

the modeled water price $0.20 per m3, with the exception of three very short time periods where

wind-generated electricity is sold to the grid and water treatment is temporarily discontinued. For

the majority of the day, wind power is dedicated to desalination and provides adequate power for the

treatment process.
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Figure 16. Optimal operational profiles for Scenario C during winter.

For the relatively moderate and high modeled water prices of $1.60 and $2.80 per m3,

wind-generated electricity is used exclusively for water production. Only excess wind-power, beyond

that required for desalination, is sold to the grid during nighttime hours and in the very early morning.

There exists no times in the day when it is economically favorable to sell wind power to the grid

and purchase electricity for desalination, indicating that integrating desalination with wind power is

a suitable combination based on the time-availability of wind resources. Because wind-generated

electricity is typically available during times of low energy demand, the integrated model suggests

that wind energy should be dedicated to desalination rather than sold to the grid at the modeled

facility in order to limit cost and maximize total project revenue. Figure 16 indicates that dedicating
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wind power to water production is an economically attractive approach, as there exist limited times

in the day when wind power is sold to the grid rather than used for desalination.

Similar to the summer profile, solar power in the profile for the typical winter day shows that

using solar power to meet energy demand from the grid and to preheat water at the BWRO plant is an

appropriate use of resources. Figure 16 indicates that revenue from solar power is generated during a

majority of the day (from about 7:00 to 19:00) when energy demand from the grid is relatively high.

The modeled facility therefore generates revenue from the sale of solar-generated electricity, while

using wind power to meet the energy demands of the water treatment process.

Results from Scenario C shown in Figures 15 and 16 indicate that this configuration fits aptly

with the intermittent nature of wind and solar resources: wind power is typically available during

times of low energy demand and can therefore be used for desalination while solar power is typically

available during times of peak energy demand and can therefore be sold to the grid. The relatively low

frequency of purchasing grid electricity for the operational profile of Scenario C indicates that wind

provides adequate power for water production. Additionally, the solar farm is an important aspect

of this configuration for its role in reducing the energy intensity of the BWRO treatment process.

The operational analysis shown here provides insight into the potential performance of a desalination

facility integrated with both wind and solar power.

4.4.4. Operational Profiles for Scenario D

Finally, the integrated model was run for Scenario D, assuming electricity is supplied solely by the

ERCOT grid at the average retail price of electricity for industrial consumers from 2012, which was

$0.068 per kilowatt hour [60]. Scenario D can be used as a reference point to compare desalination

power by renewable energy in Scenarios A, B, and C to a standard case in which desalination is

powered by grid-purchased electricity.

Results for Scenario D indicate that the model is highly sensitive the chosen price of water. At

a water price of $0.20 per m3, the plant elects to not operate at capacity, but rather provide only the

minimum daily product of 1000 m3 per day indicating that it is not economically desirable to produce

water at this price. Intermittent times of day for desalination are chosen to produce the minimum

daily product. For the remainder of the day, the plant discontinues desalination to maximize project

revenue because the cost of electricity and brine disposal are greater than the revenue from water

sales. These findings suggest that a desalination facility without integrated renewable power may

not be an economically attractive option for water production in regions with low water prices.

As indicated by Figure 17, it is prudent for plant to discontinue desalination and only provide the

minimum daily product for Scenario D at a water price of $0.20 per m3. As shown in Figure 17, the

operation of water production is intermittent. The intermittent operation is a result of the optimization

setup. The model selects random times to produce water to meet the minimum requirement.
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Figure 17. Operational profiles for Scenario D assuming a low modeled water price.

The analysis of Scenario D indicates that when the modeled water price is moderate to high,

water production is profitable for the BWRO plant and therefore the facility chooses to operate at

capacity at all times. At any chosen water price above $1.60 per m3, the facility elects to produce

the daily maximum of water because the cost of selling water outweighs the costs of purchasing

electricity from the grid and of brine disposal. For any modeled water price greater than $1.60 per

m3, the facility will produce water throughout the entirety of the day using electricity purchased from

the grid at an industrial electricity price. This result indicates that desalination may be economically

attractive for regions with moderate to high electricity prices in Texas, even when no renewable power

is provided and the facility purchases electricity from the grid. However, this determination cannot

be fully concluded without an analysis of capital and operational costs. An analysis of capital and

operational costs is beyond the scope of this work, but may be included in future work.

It is economically desirable for the plant to produce water for the moderate and high water prices

of $1.60 and $2.80 per m3. Electricity is purchased from the grid to supply the energetic requirement

of desalination for the entirety of the day, as shown in the figure below.

Results from Scenario D provide insight into the findings from Scenarios A, B, and C and

demonstrate the sensitivity of this model to the chosen price of water. For the low modeled water

price in Scenario D, it is not economically desirable to produce water and therefore the plant elects to

only provide the minimum daily product. These results correspond to cases where the model chooses
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to halt desalination in Scenarios A, B, and C. For the renewable power configurations (solar power in

Scenario A and wind power in Scenarios B and C) electricity resources are used for desalination to

produce only the minimum daily product at selected times. Once the minimum desired daily product

is met, wind- and solar-generated electricity are sold to the grid to maximize profits because it is more

profitable to sell electricity than to produce water at a low modeled price of water. In these cases, the

maximum allowable wind and solar power are sold to the grid and the minimum allowable amount

of water is produced to maximize revenue. The model only desalinates water using renewable power

when electricity prices are low.

Conversely, for the moderate and high water prices in Scenario D, it is economically desirable to

produce water and therefore the plant elects to operate at capacity at all times. This result corresponds

to findings in the operational profiles of Scenarios A, B, and C with respect to purchasing electricity

from the grid. In these scenarios, there are certain times of day when it is more profitable to sell solar-

or wind-generated electricity to the grid rather than use it for desalination. However, producing water

is still economically profitable, and therefore additional electricity is purchased to enable the plant

to operate at capacity at all times of day. Scenario D indicates that desalination is economically

attractive for moderate and high modeled water prices, even when the plant must spend additional

money to purchase electricity. Results from Scenario D correspond to findings in Scenarios A, B,

and C indicating electricity is purchased from the grid during times when renewable power is sold to

the grid to continue desalinating water at all times.

Results from Scenario D are valuable in assessing the sensitivity of the model to the chosen water

price. When a low modeled water price is selected, desalination is not profitable because the cost

of electricity and brine disposal outweigh revenue from water production. The facility therefore

elects to only produce the minimum daily product. When a moderate to high water price is chosen,

desalination is economically attractive and the facility elects to produce water at capacity throughout

the entirety of the day. These findings indicate that desalination can be profitable for regions in Texas

with moderate to high water prices, even if renewable power is not provided and the facility purchases

electricity from the grid.

4.5. Comparison of Electricity Costs

A comparison of electricity costs indicates that integrating desalination with renewable power

can significantly reduce operational costs of water treatment. Tables 5 and 6 list electricity costs for

each scenario for a typical summer and winter day, respectively.

Scenario C provides the configuration with the lowest daily cost of electricity due to the capability

of this modeled facility to power the treatment process with wind energy while using solar panels

to reduce the energetic intensity of desalination. Having wind power on site significantly reduces

electricity costs because the facility chooses to use wind power for desalination throughout most

of the day in this scenario. Compared to Scenario D, in which all electricity for water production

is purchased from the grid, daily electricity costs in Scenario C are significantly lower. Offering

such a configuration can significantly reduce operational expenses at a desalination plant because the
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electricity costs often comprise the greatest expense of a desalination plant [11]. Scenario C provides

the most cost-effective configuration for reducing electricity costs.

Table 5. Daily electricity cost for a typical summer day.

Water Price $0.20 per m3 $1.60 per m3 $2.80 per m3

Daily cost of electricity for Scenario A $0 $409 $409

Daily cost of electricity for Scenario B $0 $97 $97

Daily cost of electricity for Scenario C $0 $91 $91

Daily cost of electricity for Scenario D $243 $729 $729

Table 6. Daily electricity cost for a typical winter day.

Water Price $0.20 per m3 $1.60 per m3 $2.80 per m3

Daily cost of electricity for Scenario A $0 $426 $426

Daily cost of electricity for Scenario B $0 $89 $89

Daily cost of electricity for Scenario C $0 $78 $78

Daily cost of electricity for Scenario D $243 $729 $729

Scenario B, the modeled desalination facility integrated with wind power, offers another

economical solution to limiting energy costs. The daily cost of electricity in Scenario B is a fraction of

that in Scenario A. This result indicates that integrating desalination with wind power is an intelligent

paring while desalination integrated with solar power may not be a good fit. In Scenario B, the times

when wind is available coincide with times of low energy demand and therefore low electricity prices

on the grid. Therefore, the facility chooses to use wind to power water treatment rather than selling

wind-generated electricity. Because wind is used for desalination, electricity costs from the grid

are low in Scenario B. Conversely, the times when solar power is available coincide with times of

high electricity prices and the facility therefore chooses to sell solar power to the grid rather than

use it for desalination. The configuration in Scenario A is required to purchase energy to power

water treatment from the grid which results in relatively high electricity costs. As indicated by

the comparison shown in Tables 5 and 6, electricity costs for the desalination facility integrated

with wind power are significantly lower than the modeled desalination facility integrated with solar

power. Pairing wind with water treatment offers an economically attractive configuration that can

significantly reduce electricity purchases from the grid and operational expenses.

Scenario C, the configuration of desalination integrated with a wind farm and co-located with

a solar farm, is a prudent option for reducing electricity costs. This facility is able to power

desalination with an on-site resource (wind) while using an onsite technology (solar panels) to reduce

the electricity requirement of desalination. The modeled scenarios shown here suggest that paring

desalination with renewable power can significantly limit operational expenses.
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4.6. Comparison of Revenues from Water and Electricity in Scenario C

The analysis of Scenario C indicates this configuration is also economically preferable because

it allows the facility to generate significant revenue from two different and unrelated sources: water

and electricity. By selling water from the integrated desalination facility and on-peak electricity from

the co-located solar farm (and a small amount of electricity from the wind farm), the configuration

offered in Scenario C can reduce risks associated with a decline of either water or electricity sales. For

periods of time where water sales drop, the facility can potentially profit from electricity generation.

When solar resources are weak, the facility can still bring in money from water sales. The revenue

breakdown discussed in this section indicates that electricity sales from the co-located solar farm

and integrated wind farm make a significant portion of overall revenue from the facility modeled in

Scenario C.

Figure 18 shows the revenue breakdown for a low modeled water price of $0.20 per m3.

Figure 18. Relative revenue from water and electricity sales for cases with a low modeled

water price.

As indicated in Figure 18, daily revenue from electricity sales comprise a significant portion of

overall revenue at a low water price. For the modeled summer day, revenue from solar and wind

power production are actually greater than revenue from water sales. Revenue from water sales

outweighs that from electricity sales for the winter day, however, electricity sales nonetheless provide
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over 35% of overall revenue. The fact that revenue expected from electricity sales and water sales

are comparable indicates that the facility will not be at risk of major losses on a day where either

electricity or water sales are low. If the facility is not able to sell water on a particular day, the

plant can still generate significant revenue from electricity generation. On days when solar and wind

power production are weaker than usual, the facility will still be able to generate revenue from water

production. By providing these two revenue streams, the configuration offered in Scenario C can

potentially reduce risks associated with dips in either water or electricity sales. Diversity in revenue

streams could me a prudent approach.

For modeled cases with moderate and high electricity prices, revenue from water sales outweighs

that from electricity, as shown in Figures 19 and 20. However, revenue from electricity is nonetheless

significant in these cases.

Figure 19. Relative revenue from water and electricity sales for cases with a moderate

modeled water price.

Figures 19 and 20 indicate for regions with moderate or high water prices, revenue from water

sales will control the overall potential profitability of the facility. However, although electricity

sales are a much smaller portion of overall plant revenue, solar and wind power production can still

improve the economic attractiveness of the desalination facility in these cases. The model indicates

that the percentage of revenue from electricity ranges from approximately 3% to 11% when the

modeled water price is moderate to high. These numbers suggest that revenue from electricity could

still be significant to overall plant revenue, even though revenue from water sales are much greater
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than that of electricity sales. The facility is able to generate more of its profit from water because

of the increased water rate, however, revenue from electricity sales makes up a noticeable portion of

overall operating revenue in these cases.

Figure 20. Relative revenue from water and electricity sales for cases with a high

modeled water price.

Risk from reduced water production can be mitigated by altering the sizing methodology of the

integrated wind farm or co-located solar farm. Recall that in Scenario C, the wind farm is sized to

provide adequate power for water production while the solar farm is sized to provide preheating of

brackish groundwater. However, the size of the wind and/or solar farm can be increased if the investor

would like to further reduce the risk of a decline in water sales. Likely, the solar farm capacity will

be increased, which would allow the facility to sell more solar power and generate a greater portion

of overall profit from electricity. Sizing the solar farm for economic purposes rather than to preheat

feed water for the desalination facility can make Scenario C a less risky investment by ensuring a

significant portion of revenue is generated from electricity generation.

The revenue breakdown between water and electricity in Scenario C indicates that this

configuration offers an investment that is potentially protected from changes in the water or electricity

markets. The facility can generate significant revenue from electricity if water sales decline.

Likewise, the facility can make money from water production on days when solar or wind resources
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are weak. Diversity in revenue streams is an important consideration of a desalination plant integrated

with renewable power.

The analysis performed in this investigation contributes insight into the water-energy nexus

involved with desalination. Results indicate that wind and solar power have advantages for

pairing with brackish groundwater desalination. Additionally, this investigation provides a

modeling methodology to study desalination integrated with wind and solar power. The following

section highlights some of the key results, discusses ideas for future work, and offers policy

recommendations.

5. Conclusions

As demonstrated in the integrated model for Scenario C, wind-generated electricity is sufficient

to meet the energetic requirement of desalination for a majority of the day while solar-generated

can be sold to the grid at times of relatively high energy demand. The operational profile for this

configuration indicates that electricity purchased from the grid is limited. Having power from the

wind farm available during night and early morning limits the amount of electricity purchased

from the grid by the integrated facility. The configuration is therefore not heavily reliant on

carbon-emitting fossil fuels and offers a suitable use for intermittent wind resources. Additionally,

the analysis indicates that the facility can generate significant revenue from solar power, which

is produced at on-peak hours when electricity prices are high. The times when solar-generated

electricity is sold to the grid in Scenario C match times of relatively high energy demand. Hence

this configuration offers an advantage of providing an additional revenue stream from solar power

production that could be important to diversifying the revenue streams at the facility. By selling

electricity to the grid during times of peak demand and preheating feed water to reduce the energetic

intensity of water production, the solar farm is a key aspect of Scenario C. The BWRO facility

integrated with wind power and co-located with a solar farm offers advantages inherent to both wind

and solar power.

The breakdown of daily revenue in Scenario C indicates that this configuration may provide

an opportunity to mitigate risks associated with fluctuations in the water or electricity markets. In

Scenario C, the facility is able to generate revenue from both water and electricity sales, diversifying

potential profit sources. The analysis demonstrates that revenue from electricity and water sales

are comparable in size for cases with low modeled water prices, meaning the facility will not be

dependent on one revenue source, but rather will have diversity. For cases with moderate to high

water prices, revenue from water sales is greater than that from power production, however, revenue

from electricity is still significant in these cases. In finding that revenue from electricity sales are

significant in all cases, it can be concluded that providing a co-located solar farm is an opportunity

to incorporate diversity in the revenue streams of the facility. The model of Scenario C suggests

that the facility will be protected from suffering big losses if either water or electricity sales decline.

If the facility is unable to sell water for a particular period of time, electricity sales can still bring

in revenue. Likewise, on days when solar or wind resources are weak and electricity is not being

generated, the facility can still profit from water production. By providing two sources of revenue, a
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desalination facility integrated with wind power and co-located with a solar farm can reduce the risk

of investing in stand-alone desalination or renewable energy.

5.1. Future Work

There are many extensions on this analysis of the water-energy nexus that are possible. While

this analysis investigated potential daily revenue from solar power, wind power, and water production,

future work estimating the cost of the required technologies would be a useful addition. In particular,

an investigation of the capital and operational costs of a desalination facility powered by a wind farm

and co-located with a solar farm with PVT modules would offer insight into benefits and tradeoffs

associated with such as system. The cost of providing both wind and solar power are likely significant

considerations that must be accounted for and therefore a cost-benefit analysis of such a system would

be useful. The breakdown of daily revenue water and electricity sales estimated in this investigation

would offer useful methodology if such a cost-benefit analysis is performed. Additionally, the

potential for the integrated facility to participate in an ancillary services market should be considered

in the cost-benefit analysis. Power providers can often benefit from selling ancillary services in

addition to directly participating in the real-time electricity market. It is possible that the wind and

solar farm modeled in this analysis can improve their profitability by being part of the ancillary

services market. A cost-benefit analysis of capital and operational costs that includes potential to sell

ancillary services would be a useful extension of the work discussed in this investigation.

5.2. Recommendations

A key recommendation concluded by the investigation is that the energy and water sectors have

a chance to collaborate for the benefit of both parties. Meeting water needs can have adverse

consequences on the energy sector’s goal of reducing reliance on carbon-emitting fuels. At the

same time, however, supplying drinking water offers an opportunity to advance renewable power

technologies, taking positive steps on the energy front. Integrating desalination with renewable

power is a unique opportunity to advance the implementation and uses of wind and solar power.

Results from this investigation indicate that collaboration can unite the water and energy sectors for

the benefit of both parties. Particularly, combining desalination, wind power, and solar power can

overcome challenges associated with each of these technologies and may be preferable to stand-alone

water or power producing facilities.
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Groundwater Quantity and Quality Issues in a Water-Rich 
Region: Examples from Wisconsin, USA 

John Luczaj and Kevin Masarik 

Abstract: The State of Wisconsin is located in an unusually water-rich portion of the world in the 
western part of the Great Lakes region of North America. This article presents an overview of the 
major groundwater quantity and quality concerns for this region in a geologic context. The water 
quantity concerns are most prominent in the central sand plain region and portions of a Paleozoic 
confined sandstone aquifer in eastern Wisconsin. Water quality concerns are more varied, with 
significant impacts from both naturally occurring inorganic contaminants and anthropogenic sources. 
Naturally occurring contaminants include radium, arsenic and associated heavy metals, fluoride, 
strontium, and others. Anthropogenic contaminants include nitrate, bacteria, viruses, as well as 
endocrine disrupting compounds. Groundwater quality in the region is highly dependent upon local 
geology and land use, but water bearing geologic units of all ages, Precambrian through Quaternary, 
are impacted by at least one kind of contaminant. 

Reprinted from Resources. Cite as: Luczaj, J.; Masarik, K. Groundwater Quantity and Quality Issues in 
a Water-Rich Region: Examples from Wisconsin, USA. Resources 2015, 4, 323 357. 

1. Introduction 

The State of Wisconsin, United States, is located in the western Great Lakes region of North 
America (Figure 1). This region experiences humid continental climates with warm to hot summers, 
but cold winters [1]. Rainfall and snowfall are abundant, with total annual precipitation that varies 
significantly across the state, ranging from a high in the south of 96.72 cm (38.08 inches) to a low of 
71.93 cm (28.32 inches) in the northeast [2]. The population of Wisconsin is just under 5.7 million 
people [3], with the largest density in the eastern and southeastern portions of the state. 

Wisconsin is located in an unusually water-rich portion of the world, and it borders two of the  
Great Lakes, Lake Superior and Lake Michigan (Figure 1). It also contains 15,074 documented inland 
lakes [9], most of which were formed as great lobes of ice from the Laurentide Ice Sheet receded from 
the northern and eastern portions of the state during the Late Pleistocene Epoch about 13,000 years  
ago [10]. Wisconsin is also extremely fortunate to have abundant supplies of fresh groundwater in 
Paleozoic age sedimentary rocks and Pleistocene glacial sediments, which are present throughout a 
large portion of the state. Historically, very few areas in the region have faced water quantity 
limitations, but expanding water use, coupled with long-term aquifer drawdown, has resulted in some 
noteworthy water supply challenges in certain areas of the state. 

About 88% of water withdrawal in Wisconsin is from surface water supplies, with the remaining 
12% from groundwater [11]. Total water use statistics are skewed toward surface water withdrawals 
because of mostly non-consumptive water use for cooling purposes during power generation  
(74 percent). The largest users of surface water (excluding power generation) include paper 
production (33 percent) and municipal public supply (29 percent). The largest consumers of 
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groundwater include municipal water supply systems (37 percent) and agricultural irrigation  
(40 percent) [11]. It is estimated that 90% of groundwater withdrawal for irrigation purposes is 
consumed and not returned to the basin via surface water or groundwater [12]. 

 

Figure 1. Map showing the location of Wisconsin counties with important regions of the 
state highlighted. Inset map shows the location of Wisconsin in the lower 48 contiguous 
United States. Numbered regions are as follows: (1) Central sand plain; (2) Groundwater 
deficient portion of north-central Wisconsin; (3) Northeast Groundwater Management 
Area; (4) Southeast Groundwater Management Area; (5) Area of declining water  
levels in Dane County. Lettered points refer to locations of Milwaukee (M) and 
Waukesha (W) [4–8]. 

In 2013, there were approximately 950 billion liters (250 billion gallons) of groundwater 
withdrawn, with the majority of water used for agricultural and municipal water supply (Table 1). 
There are approximately 800,000 small private wells statewide, plus an additional 14,000 high 
capacity wells that serve industry, municipal, and agricultural purposes as of 2013 [13]. 
Approximately 8408 of the high capacity wells are capable of producing above the state defined 
threshold of 265 liters per minute (70 gallons per minute), and the rest are statutory high capacity 
wells. Since 1950, nearly 60% of high capacity wells in Wisconsin have been installed for irrigation 
purposes [14]. 
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Table 1. Total groundwater withdrawals by water use for Wisconsin in 2013 was 
approximately 950 billion liters (250 billion gallons) [11]. 

Water Use Percentage of Total 
Agricultural Irrigation 40% 

Municipal Public Water 37% 
Industrial 5% 

Aquaculture 3% 
Cranberry Production 4% 

All other uses 11% 

Wisconsin is also fortunate to have had relatively good groundwater quality throughout much  
of its history. A rigorous understanding of groundwater quality and quantity issues that began a century 
ago [15] has contributed to keeping groundwater safe and available. In most areas, abundant 
precipitation, thick aquifers, and relatively little saline groundwater have resulted in a high quality 
water supply for most of the state’s residents [16]. However, ongoing land use changes, aquifer 
drawdown, and recognition of emerging contaminants over the past 25 years have shifted the focus 
of much of the groundwater research toward water quality issues. This article presents a review of 
the water quality and quantity issues faced in one of the most water-rich areas of the world. 

2. Geologic Setting 

Although regional climate is important, the geology and geologic history of Wisconsin play a 
critical role in understanding the water quality and quantity issues that the region faces. A general 
overview of the geology of Wisconsin is presented here for context, but the reader is directed toward 
other publications that provide a greater level of detail [17–24]. 

The physiographic setting of Wisconsin lies at the junction of the Superior uplands in the north, 
and several subsections of the Central Lowlands Province in the United States. A veneer of 
unconsolidated Quaternary deposits overlies bedrock throughout much of the region [24]. Bedrock 
consists of a complex array of eroded Precambrian rocks, overlain by a sequence of marine rocks 
related to ocean transgression-regression cycles. Bedrock units dip radially away from the Wisconsin 
Arch, toward the Michigan basin in the east, the Illinois basin in the south, and gently toward Iowa and 
Minnesota in the west. Wisconsin’s geologic history is preserved in rocks and unconsolidated sediments 
from three distinctly different periods of time, with long intervals of erosion or nondeposition 
occurring between each [20]. 

2.1. Precambrian Geology 

Rocks from the first of these three time intervals were deposited episodically over a long interval 
of Precambrian time from late in the Archean Eon (~2.8 billion years ago) to around 1 billion years 
ago. Many of these rocks consist of crystalline igneous and metamorphic rock, with significant 
amounts of sedimentary rocks that have been subjected to varying degrees of metamorphism after 
deposition. Rocks of the Precambrian “basement” are present beneath the entire state, but are 
concealed in the southern portion of the state by Paleozoic sedimentary rocks, and in much of the 
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northern portion of the state by Pleistocene sediments. While Precambrian rocks serve as important 
aquifers in parts of central and northwestern Wisconsin, most usage is restricted to domestic well use 
in areas with relatively low populations. 

2.2. Paleozoic History 

The second interval of Earth’s history that is recorded in Wisconsin includes sedimentary rocks 
deposited during the Early to Middle Paleozoic Era. Rocks deposited during this interval consist 
mainly of sandstone, dolostone, and shale, and form the bedrock throughout much of the southern 
two-thirds of the state (Figure 2). Nearly all of these rocks are marine or marginal marine, deposited 
during some of the highest sea levels of the Paleozoic Era. These rocks range in age from Late 
Cambrian to Late Devonian, with the Devonian rocks only preserved along the Lake Michigan 
shoreline north of Milwaukee. Paleozoic sedimentary rocks range in thickness from 0 m thick to at 
least 700 meters (2300 feet) thick in parts of eastern and southeastern Wisconsin. These strata thicken 
significantly toward the ancestral Michigan basin, where younger Paleozoic and Mesozoic 
sedimentary rocks overlie them [25,26]. Key events in the history of development of Wisconsin’s 
aquifers included formation of the ancestral Michigan basin to the east (Figure 2), as well as the 
Illinois basin to the south. Later fluid flow events emanating from these basins appear to have 
influenced the mineralogy of much of the Paleozoic bedrock, which has important implications for 
its present day groundwater quality [26]. 

Paleozoic rocks in Wisconsin and adjacent states are only slightly deformed, with gentle folding 
and faulting occurring during the Paleozoic Era (e.g., [25,26]). Subsidence of the Michigan basin, a 
classic intracratonic sedimentary basin, had the most pronounced effect on the structure of these 
rocks, with development beginning during the Late Cambrian and occurring simultaneously with 
sedimentation throughout the Paleozoic Era. The subsidence of the ancestral Michigan basin is 
centered over a portion of the Proterozoic Midcontinent rift system [25]. This subsidence resulted in 
a significant dip of the strata toward the center of the basin, which resulted in a concentric  
“bull’s-eye” pattern on bedrock geologic maps (Figure 2). Paleozoic strata in eastern portions of 
Wisconsin typically dip eastward between about 5 and 7.5 m/km (25 and 40 ft/mi) [20]. 

Figure 3 presents a generalized stratigraphy of Paleozoic sedimentary rocks in Wisconsin, with 
only a generalized overview of the stratigraphy presented here. The lowermost Paleozoic rocks in 
Wisconsin are Middle to Upper Cambrian sandstones (~520 to 485 million years ago), which were 
deposited as sea level gradually rose to cover most of the North American craton [27]. They are 
exposed over a large portion of western and central Wisconsin, and they form the principal portion 
of the deep confined aquifer system in eastern and southern Wisconsin. These sandstones have 
average thicknesses of about 120 m [5,6,28,29]. These rocks have been extensively studied along the 
Mississippi River Valley in western Wisconsin (e.g., [27]), but their poor exposure beneath glacial 
sediments in eastern and southeastern Wisconsin has impeded research on these rocks, despite their 
regional importance as aquifers. A lack of economic deposits of petroleum or natural gas in the region 
has further limited our understanding of these units. 
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Figure 2. Simplified bedrock geologic map for the western U.S. Great Lakes region 
showing Wisconsin and Michigan, USA. Geologic systems of rock are as follows:  
p  = Precambrian,  = Cambrian, O = Ordovician, S = Silurian, D = Devonian,  
M = Mississippian, Pn = Pennsylvanian, J = Jurassic. Modified from [20]. 

The Ordovician Period (485 to 443 million years ago) saw variable deposition of carbonate rocks, 
sandstones, and shale. Rocks of this age generally mimic the outcrop pattern of Cambrian rocks  
(Figure 2) and are exposed along a narrow horseshoe-shaped band stretching from the Mississippi 
River Valley in the west, south to the Illinois Border, and then northeastward along the eastern 
portion of the state where they border younger Silurian rocks. The lower half of the Ordovician 
section includes carbonate rocks of the Prairie du Chien Group, sandstones and minor shale of the 
Ancell Group, and carbonates from the Sinnipee Group (Figure 3). The vast majority of the 
carbonates in Wisconsin have been transformed from limestone to dolostone, with most limestone 
restricted to the southwestern portion of the state [26]. The most important aquifer within the 
Ordovician section is the Ancell Group, which consists mainly of the St. Peter Sandstone and a few 
other relatively thin units. The upper-half of the Ordovician section is dominated by the Maquoketa 
Shale, which is the most important regional confining unit and only present in eastern Wisconsin. 
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Figure 3. Simplified stratigraphic column for Paleozoic rocks in northeastern Wisconsin. 
Pleistocene sedimentary and younger Silurian and Devonian strata for southeastern 
Wisconsin are not shown here for simplicity, but can be found elsewhere [30,31]. 

The Middle and Late Paleozoic Era is recorded mainly in eastern Wisconsin by a sequence of 
Silurian (443 to 419 million years old) dolostone units as much as 240 m thick that were deposited 
in both open and marginal marine environments. These rocks form the backbone of the Niagara 
cuesta that forms the uplands of eastern Wisconsin. Numerous stratigraphic and bedrock 
investigations have been conducted on northeastern Wisconsin’s Silurian rocks (see [20,31] and 
references therein). Younger Devonian rocks are only locally important along a narrow band near 
Lake Michigan and are not a focus of this article. There is a region-wide erosional disconformity 
throughout the Midwestern United States between the Late Paleozoic and the Jurassic Period, known 
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as “The Lost Interval” [32]. This interval is significant, despite the lack of strata from this period, 
because regional denudation and likely significant karst development occurred in certain carbonate 
rocks in the region during this time. 

2.3. Quaternary History 

The youngest of the three geologic intervals in Wisconsin was recorded during the later part of 
the Pleistocene Epoch of the Quaternary Period (2.6 million to 11,700 years ago). These sediments 
range in age from at least 780,000 years old in parts of central and northwestern Wisconsin, to about 
13,000 years old, with the vast majority of these sediments deposited during the last three advances 
of ice lobes during the Wisconsin Glaciation (between about 32,000 and 13,000 years before  
present [10,24]). Only about three-fourths of Wisconsin was glaciated, leaving a region of the 
southwestern portion of the state known as “The Driftless Area.” 

The absence of major mountain-building events in the region for at least 1.5 billon years, coupled 
with extensive Paleozoic deposition and several Pleistocene glacial advances, has resulted in a 
relatively gentle topography throughout most of Wisconsin. The maximum topographic relief in the 
state is less than 425 meters (1400 feet) [33]. The most significant local relief results from the 
erosional resistance of castellated mounds of well-cemented Cambrian quartz sandstone, along with 
several large quartzite monadnocks that result in hills up to 150 to 200 meters high. Additional 
topographic relief of up to 70 meters occurs along regional glacially sculpted erosional ridges, such 
as the Niagara Escarpment in eastern Wisconsin, and an extensive array of end moraines from lobes 
of the Laurentide ice sheet that invaded Wisconsin during the Late Pleistocene. 

2.4. Hydrostratigraphy 

The hydrostratigraphy in the state is relatively straightforward overall, but locally complex due to 
significant variation in the geology of Precambrian bedrock and Pleistocene glacial sediments.  
In contrast, the hydrostratigraphy of the Paleozoic rocks is relatively consistent throughout the 
region. Table 2 presents a generalized hydrostratigraphy for Wisconsin. In general, Precambrian 
basement rocks have relatively low porosity and permeability, with fracture flow providing the most 
significant permeability in most rocks, with the exception of some sandstones of the Midcontinent 
Rift System in northwestern Wisconsin [34]. In some areas, water is extracted principally from a 
single hydrostratigraphic unit. However, in some regions, multiple aquifers may be accessed by wells 
in close proximity. In southeastern Wisconsin, at least three aquifers are used. In other regions, such 
as the Niagara Escarpment region of northeastern Wisconsin, as many as 3 or 4 aquifers are used by 
domestic wells in close proximity. The well depth varies based on a number of factors, including 
well driller, water quality concerns, cost, and water quantity needs. 
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Paleozoic sedimentary rocks supply a large proportion of the water wells in the state. The most 
prolific bedrock aquifers include the Cambrian sandstones and the Ordovician St. Peter Sandstone 
(Ancell Group), which are present across at least half of the area of the state. These sandstones form 
the principal portion of the deep confined aquifer system in parts of Wisconsin and are about 120 m 
thick on average, but can be substantially thicker in some areas (e.g., [5,7,28]). Ordovician dolostones 
that overlie each of these sandstone aquifers (Figure 3, Table 2) form important aquifers for some 
domestic water wells, but the vast majority of high capacity wells in these areas are open to one or 
both of the sandstone aquifers. 

Throughout a narrow band of eastern Wisconsin, and in parts of adjacent states, the overlying Late 
Ordovician Maquoketa Shale acts as a regional aquitard (e.g., [28,35,36]). East of this boundary, 
which is well defined in places by the topographic expression of the Niagara Escarpment [20], 
dolostones of Silurian age form the majority of the remaining bedrock stratigraphic section in eastern 
Wisconsin. In southeastern Wisconsin, the Silurian bedrock aquifer is particularly important in 
regions not served by municipal supplies [7]. These rocks typically contain well-developed karst 
features, especially in parts of east-central and northeastern Wisconsin where the thickness of 
unconsolidated sediments is low. Karst development in these rocks began as early as the Devonian 
Period, but the timing of most karst features is not well known. Recent radiometric age dates on 
bones and charcoal from caves in the region shows that sediment fills are at least 6000 to 8000 years 
old, suggesting that the karst development likely occurred prior to the Holocene [37,38]. The  
karst-enhanced fractured Silurian dolostones provide an important regional aquifer for residents east 
of the Niagara Escarpment, and many high-capacity wells are open to this aquifer system. 

In eastern Wisconsin, the Cambrian-Ordovician aquifer is unconfined to the west of the 
Maquoketa boundary throughout eastern Wisconsin and into northeastern Illinois, with the primary 
recharge area to the west of the boundary [7,28,39,40]. Radiocarbon dating, stable isotope analysis 
and noble gas data for deep aquifer waters in southeastern and northeastern Wisconsin reveal 14C 
ages for groundwater between 5000 and 26,000 years old [36,41]. 

The Pleistocene sediments in the region are divided into four major classes, including glacial till 
(ground and end moraines), glaciolacustrine (lake) sediments, outwash (sands and gravels), and 
pitted outwash with local ice contact deposits (e.g., [24]). The complex regional and stratigraphic 
variation of these deposits is beyond the scope of this article, but they are an important aquifer system, 
and they play a crucial role in some of Wisconsin’s major groundwater quantity and quality problems. 
One portion of the Pleistocene sediments that is particularly important to describe is known as the 
“central sand plain” region, which covers a multi-county region in the central portion of the state. 
This region consists of thick glacial outwash overlying Precambrian and Paleozoic bedrock. This 
region has seen extensive development of groundwater resources for irrigation, and significant 
groundwater quality impacts have occurred there. 
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Table 2. Simplified hydrostratigraphy for Wisconsin (after [5–7,28]). 

Geologic Age 
Geologic Unit 

(Thickness, Meters) 
Lithology Hydrostratigraphic Unit 

Cenozoic 
Quaternary 

(Pleistocene) 

Unconsolidated 

deposits (0–60 meters) 

Locally >150 m 

Lacustrine silt and clay, glacial till, 

fluvial sand and gravel, and other 

deposits. 

Local unconfined aquifer (sand 

and gravel) or regional 

confining unit (lacustrine clays 

and tills). 

Paleozoic 

Devonian  
Black shale locally over limestone  

and dolostone. 

Upper Aquifer; only present in 

southeastern Wisconsin along 

Lake Michigan Shoreline. 

Silurian 
Undifferentiated  

(0–240 m)  

Dolostone; fractured and karsted in 

many locations. 

Upper Aquifer;  

Karsted in many locations of 

northeastern Wisconsin. 

Ordovician 

Maquoketa Formation 

(0–150 meters) 
Shale, dolomitic shale, and dolomite. Confining Units;  

Sinnipee Group Carbonates 

are locally used as aquifers for 

domestic use. 
Sinnipee Group  

(120 meters) 

Dolostone with some shale. 

Limestone in portions of 

southwestern Wisconsin. 

Ancell Group  

(0–90 meters) 

Silty sandstone, fine- to medium-

grained sandstone, sandy shale. 
Confined Deep Aquifer. 

Prairie du Chien 

Group  

(0–60 meters) 

Dolostone with varying amounts of 

oolitic chert and minor interbedded 

sandstone. 

Generally an aquitard relative 

to the adjacent sandstones in 

eastern Wisconsin; effective 

aquifer in western Wisconsin. 

Cambrian 

Trempealeau Group 

(0–15 m) 

Fine- to medium-grained sandstone 

with some silty glauconitic dolomite. 

Confined Deep Aquifer. 
Tunnel City Group  

(30–46 m) 

Fine- to medium-grained sandstone, 

silty sandstone to sandy dolomite. 

Abundant glauconite commonly 

observed. 

Elk Mound Group  

(75–90 m) 

Very-fine to coarse-grained 

sandstone. 

Precambrian Precambrian Undifferentiated 

Crystalline rock, predominantly red 

granite, contains igneous and 

metamorphic rock. Limited 

sedimentary rocks (sandstones, 

dolostones). 

Yields little to no water in many 

cases. Local aquifers, especially 

in Midcontinent Rift System 

rocks of northwestern 

Wisconsin. 

3. Groundwater Quantity Concerns 

3.1. Overview 

Wisconsin receives on average about 25 cm (10 inches) of precipitation above and beyond the 
evapotranspiration demands of its climate and vegetation [42]. As a result, the state’s rivers and 
streams receive the majority of streamflow from groundwater, and lake levels are often similar to the 
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local groundwater elevation. Wisconsin has limited regions with major groundwater quantity 
concerns compared to most regions of the world. Although Wisconsin is generally considered to be 
a water rich state, there is increasing attention being paid to issues of water quantity. In addition to 
the previously mentioned groundwater deficient areas, groundwater withdrawal effects are 
contributing to significant drawdown of confined aquifer systems as well as the effect of high 
capacity wells on lake levels and reduced streamflow and spring discharge (e.g., [4,43]). 

Unlike western states that practice a prior-appropriation system of water regulation, many eastern 
states including Wisconsin follow what is known as a reasonable use doctrine [4]. The reasonable 
use doctrine historically has allowed a landowner to withdraw any amount of water as long as it goes 
towards some beneficial use on the overlying landscape. Water quantity concerns over the past two 
decades have compelled Wisconsin to revisit the way in which the state regulates groundwater. In 
2003, the state passed Wisconsin Act 310 that legally recognized the interaction between surface and 
groundwater and the impact that individual wells may have on lakes, rivers, streams, springs and 
wetlands. The law allowed the state’s regulatory agency to consider the environmental impact of a 
high capacity well located within 365 meters (1200 feet) of an Outstanding or Exceptional Resource 
Water or trout stream or springs with a flow greater than 1 cubic foot per second (0.0283 m 3/sec) [44]. 
This law also allowed for the designation of Groundwater Management Areas to encourage 
coordinated management and address problems related to groundwater pumping at a regional scale 
between state and local units of government. A Wisconsin Supreme Court Case in 2011 concerning 
Lake Beulah in southeastern Wisconsin found that the state had a general duty to consider the impact 
of proposed wells when presented with sufficient evidence of potential harm to any water of the state, 
regardless of its distance from a water body [45]. More recently in 2014, an administrative law judge 
ruled that the state must consider the “cumulative impacts” of existing wells and reasonable expected 
cumulative impacts of other users when making determinations regarding significant adverse 
environmental impacts [46]. It remains to be seen what effect this ruling will have on future 
groundwater management decisions. 

In 2008, Wisconsin along with the other Great Lake states and two Canadian provinces ratified 
the Great Lakes Compact [47]. The agreement expanded high capacity well registration and reporting 
requirements and placed additional water conservation and efficiency goals on water users in the 
Great Lakes Basin [48]. In addition, it discourages the diversion of water outside the boundaries of 
the Great Lakes Basin; limited exceptions exist for straddling communities as long as water is 
returned to the basin. The Great Lakes Compact has had significant implications for the City of 
Waukesha (Figure 1), because it does not reside inside the boundaries of the Great Lakes basin, 
despite being located near Lake Michigan. The municipal water supply has seen increased levels of 
radium as a result of the significant drawdown in the confined aquifer. Limited options exist to 
expand groundwater use. As a result, the city hopes to partner with a community water system in the 
Great Lakes Basin to access Lake Michigan water. However, it must receive approval from ratifying 
states and provinces of the Compact if it is to be granted access. 
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3.2. Groundwater Management Areas in the Confined Sandstone Aquifer 

Recent groundwater legislation, 2003 Wisconsin’s Groundwater Protection Act 310, addressed 
concerns about groundwater as a resource and provided the Wisconsin Department of Natural 
Resources (WDNR) with additional groundwater management tools [5,6,29]. The WDNR has 
designated parts of northeastern and southeastern Wisconsin as Groundwater Management Areas 
(GMAs) due to the fact that water levels in the confined sandstone aquifers have declined by more 
than 150 feet from pre-development levels in the late 1800s [44] (Figure 1). In the Lower Fox River 
Valley in northeastern Wisconsin, this northeast GMA includes Brown County and portions of 
Outagamie and Calumet counties, while in Southeastern Wisconsin the southeast GMA includes 
Waukesha, Kenosha, Racine, Milwaukee, and Ozaukee counties, along with portions of Washington 
and Walworth counties. 

Groundwater use in these regions began in the late nineteenth century. Flowing artesian wells 
were common in parts of eastern Wisconsin for wells that penetrated the Cambrian-Ordovician 
confined aquifer (Figure 3, Table 2). The Southeast GMA has experienced the greatest drawdown 
levels observed in the state, with water levels in the confined aquifer dropping as much as 150 meters 
(500 feet) by the year 2000 [49]. The major pumping center in southeastern Wisconsin has shifted 
westward from the city of Milwaukee to the city of Waukesha due to cessation of pumping by 
communities now using Lake Michigan water, along with increased pumping by growing 
communities farther away from the Lake Michigan shoreline. A recent model [49] predicts an 
additional 30 meters (100 feet) of drawdown between 2000 and 2020. 

The Northeast GMA has also experienced significant drawdowns, with some areas of central 
Brown County dropping at least 120 meters (400 feet) between predevelopment conditions and  
2005 [5,6,29]. The Northeast GMA contains two distinct cones of depression in the confined aquifer, 
one of which is located near Green Bay and De Pere in central Brown County, with the other located 
farther south near the “Fox Cities” region of Kimberly, Kaukauna, and Little Chute along the Fox 
River. The southern Fox Cities cone of depression has seen consistent drawdown during the last 
century. However, the northern cone has seen substantial changes in pumping as communities 
expanded and later switched to surface water supplies in 1957 and 2007. 

Most recently, the opportunity to switch to surface water was possible due to state legislation 
passed in 1998, which allowed communities to combine efforts to address water problems. Six 
smaller communities surrounding Green Bay formed the Central Brown County Water Authority 
(CBCWA) in 1999. After evaluating options that included water quality and long term water quantity 
concerns, an agreement was signed by the CBCWA to purchase water from the City of Manitowoc’s 
Public Water Utility about 65 miles to the southeast along the Lake Michigan shoreline. Two other 
communities decided to purchase their municipal water from the City of Green Bay beginning in 
2006, with another community adding in 2011. These communities currently use their wells as a 
backup in case of pipeline interruptions, and some of the high capacity municipal wells in the region 
have been abandoned.  The recent decisions to switch to surface water were driven by concerns 
regarding radium levels in groundwater (see Section 4.1.1 below). 
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The response to these communities switching from groundwater to surface water supplies has 
resulted in a dramatic recovery of the potentiometric surface in the confined aquifer of central Brown 
County. During 2006–2007, pumping in central Brown County decreased from about 60 million liters 
per day (16 million gallons per day) to about 16 million liters per day (4.2 million gallons per day). 
Water levels increased by as much as 60 meters (200 feet) in some parts of the region, resulting in 
some flowing artesian wells and a deep quarry flooding [5,6,29,50]. Water levels have continued to 
rise through early 2015. A more complete and up to date history of the northeastern GMA is  
forthcoming [29]. 

3.3. The Central Sand Plains 

The central sand plains region is located near the center of Wisconsin (Figure 1). The soil 
properties make it unique from the surrounding areas of the state. Comprised of approximately  
6400 km2, the region is composed mainly of unconsolidated sandy deposits often >30 m thick with 
nearly level topography. The surface horizons average 93% sand and the subsurface horizons are 
98% sand, which results in high infiltration rates and very little runoff [8]. As a result, most areas are 
extremely well drained and groundwater recharge is high [51]. Groundwater is intimately connected to 
surface waters, with baseflow representing upwards of 90% of annual streamflow of headwater  
streams [52]; while many of the region’s kettle lakes are classified as groundwater flow-through 
systems with no surface water inlet or outlet. 

Formed during the Pleistocene Epoch, the central sand plains region is sandwiched between the 
terminal moraine of the Green Bay Lobe of the Laurentide ice sheet and the driftless region, an area 
of the state untouched by the last ice age. As the glaciers advanced westward, the ice blocked the 
southern drainage route for glacial meltwater, and Glacial Lake Wisconsin was formed. Although 
the glacier never covered the central sand plains region, it served as the storage pond for the glacial 
meltwater and sediment. The glacier’s eventual retreat reopened the southern drainage route and 
released the water of Lake Wisconsin southward, carrying with it some sediment, but leaving behind 
small amounts of clay, silt, and much of the sand that form the present day outwash plain [53]. 

It was observed early in Wisconsin’s history that the central sand plain region was poorly suited 
for agricultural development, and as a result people were slow to settle in the region. The land in the 
sand plain was some of the last to be given away under the Homestead Act of 1862 [54]. Around the 
early 1900’s wetland drainage districts were established, which taxed local landowners for the cost 
of the drainage efforts. Receiving little if any benefit from the draining of the wetlands, many farmers 
were left unable to pay the taxes on their land [54]. As a result, it was not uncommon for farmers to 
abandon their homesteads after only a few years of work. 

In the early 1950’s technological advances in irrigation and industrial fixation of nitrogen 
available as commercial fertilizer improved farming in the region. The area is well suited for 
irrigation; highly permeable soils sit upon large aquifers of easily accessible groundwater. Farmers 
who once relied solely on rainfall now watered crops with water that previously escaped below the 
plants’ roots. Since 1950, over 3000 high capacity wells have been installed in the central sands region, 
mostly for irrigation purposes. 
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In 2012, approximately one-third of all groundwater withdrawals occurred in a three county area 
within the central sands [11]. Concerns over groundwater pumping go back decades when researchers 
first began studying the effects of high capacity wells on ground and surface waters. Weeks and 
Stangland [42] predicted that headwater streams would dry up in the summer of drought years and 
water levels at groundwater divides would be lowered by 1.2–1.5 m (4–5 ft) if 50% of the land in the 
region were to eventually be irrigated. More recently Kraft et al. [43] revisited this issue, and using 
modern groundwater modeling techniques the researchers concluded that present irrigation rates 
account for a 30%–40% reduction in annual streamflow of headwater streams and a 1.2 m decline of 
groundwater levels under steady-state model simulations. 

Herein lies a major difference between water quantity concerns in arid climates versus more 
humid climates such as Wisconsin. At present, the current precipitation and evapotranspiration rates 
in the central sands region of Wisconsin do not suggest that the aquifer is in danger of running dry 
or being depleted in its entirety. Instead, the concern revolves around the effects irrigation is having 
on the upper portion of the aquifer that interacts intimately with the region’s lakes, rivers, streams 
and wetlands. While the decline attributed to groundwater pumping is only a small portion of a >30 m 
thick aquifer, a 1–2 m decline in water levels is noticed by area residents who have expressed concern 
over low lake levels and reductions in streamflows in the region [55]. Balancing water use for 
irrigation, while maintaining the integrity of surface water ecosystems and property values of those 
businesses and homes that depend on lakes and rivers, is an ongoing groundwater management 
concern in Wisconsin [56]. The expansion of irrigation beyond the boundaries of the central sand 
plains region could result in similar concerns in other regions of the upper Midwestern United States. 

3.4. Crystalline Bedrock 

Groundwater yield can be limited to less than 7.5 liters per minute (2 gallons per minute) in 
portions of north-central Wisconsin where wells may extend into near-surface crystalline 
Precambrian rock as a groundwater supply (Figure 1). Water for public and industrial use in this 
region can be a limiting factor, and these aquifers have been classified as groundwater deficient [4,57]. 
Domestic wells in parts of central and northern Wisconsin may reach depths of 120 to 210 meters 
(400 to 700 feet). However, parts of northern Wisconsin have extensive Pleistocene cover that 
provides adequate water supply in most areas. 

3.5. Groundwater Flooding 

Several communities have been affected episodically by elevated groundwater levels leading to 
significant problems of oversupply of groundwater. The most noteworthy recent case was in Spring 
Green, Wisconsin. In 2008, about 1770 hectares (4378 acres) of land were flooded for over 5 months 
along the Wisconsin River outside of areas designated as floodplain by the U.S. Federal Emergency 
Management Administration (FEMA). This occurred as a result of large precipitation events during 
2007 and 2008 [58], but the Wisconsin River did not overflow its banks at any time during the 2008 
flooding. Overall, these cases are rare, but they have significant economic and human impact on a 
local scale. 
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4. Groundwater Quality Concerns 

Groundwater quality has received significant attention over the past 25 to 30 years in Wisconsin.  
For example, recognition of a regional arsenic problem, new U.S. EPA maximum contaminant levels 
(MCLs), and a growing anthropogenic impact from non-point source land use activities have 
attracted the attention of regulators, academics, and the general public. Significant attention has been 
given to the study of arsenic levels and other quality issues. For example, during the period  
2007–2010, Wisconsin health departments tested about 4000 rural drinking water supplies for 
coliform bacteria, nitrate, fluoride, and 13 metals as part of a state-funded program. The results were 
surprising, in that 47% of those wells exceed one or more health-based water quality standards [59]. 

This article focuses on problems specific to the region, and does not address ubiquitous problems 
such as leaking underground storage tanks, landfills, or localized industrial sites. Groundwater 
quality issues faced by the residents of Wisconsin are divided into both natural and anthropogenic 
sources. Naturally occurring contaminants are presented first below because an introduction to the 
geochemical and water-rock interaction history of these rocks provides an important lead-in to 
anthropogenic topics discussed later. 

4.1. Naturally Occurring Inorganic Contaminants 

It is important to recognize that the geochemical signature of an aquifer system is a function of 
the mineralogy of aquifer host rocks, as well as the source and history of fluids that have flowed 
through the aquifer. Both of these variables have had an effect on groundwater quality in Wisconsin, 
especially in the deep confined Paleozoic sandstone aquifers of eastern Wisconsin. Naturally 
occurring inorganic contaminants that have been recognized in Wisconsin include radium, arsenic, 
nickel, cobalt, fluoride, strontium, aluminum, and manganese. Some of these, such as radium and 
arsenic (along with associated metals nickel and cobalt) have been widely studied in the region since 
the 1980s. Some attention has been given to fluoride and strontium, but research on aluminum and 
manganese in Wisconsin’s aquifers is not as well documented. The discussion below provides a 
general overview of each contaminant, along with its geologic distribution and relevant literature. 

4.1.1. Radium in Sandstone Aquifers of Eastern Wisconsin 

Radium is a chemical element with naturally occurring radioactive isotopes that are produced as 
part of the uranium-to-lead and thorium-to-lead decay series. Numerous regulatory agencies, 
including the World Health Organization (WHO) and the U.S. EPA have established drinking water 
limits for radium [60,61]. The limits used by the WHO are 1 Bq/L (27 pCi/L) for 

226
Ra and 0.1 Bq/L  

(2.7 pCi/L) 
228

Ra [60]. The MCL used by the U.S. EPA is 5 pCi/L (0.185 Bq/L) combined for both 
isotopes of radium. Radium is metabolized by the human body much like calcium. Long-term 
ingestion of radium over time can result in the accumulation of radium in the skeleton, which has the 
potential to increase the chance of bone and sinus cancer [62]. 

Two geologic regions of the United States have been identified as having notably high radium 
content in groundwater. One region includes the Piedmont and Coastal Plain provinces of New 
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Jersey, the Carolinas, and Georgia. The second region includes parts of Wisconsin, Minnesota, Iowa, 
Illinois, and Missouri [63]. Elevated dissolved radium is recognized as a significant water quality 
issue in the Cambrian-Ordovician aquifer system of eastern Wisconsin and northeastern  
Illinois [35,39,40,62,64]. However, one study did not find radium levels in Wisconsin Groundwater 
to be significantly associated with osteosarcoma [62]. In Wisconsin, more than two-dozen municipal 
wells exceed the EPA MCL for dissolved radium or gross alpha emissions [65], requiring them to 
solve the problem through water treatment options, source blending, or alternative water sources. 

In eastern Wisconsin, the Cambrian-Ordovician aquifer is unconfined to the west of the 
Maquoketa boundary throughout eastern Wisconsin and into northeastern Illinois, with the primary 
recharge area to the west of the boundary [40]. Elevated radium activities of 5 pCi/L ( 0.185 Bq/L) 
are present throughout much of eastern Wisconsin, especially in locations where the aquifer 
transitions from unconfined to confined conditions (Figure 4). Weaver and Bahr [39,40] concluded 
that 226Ra in the Cambrian-Ordovician aquifer of eastern Wisconsin originated from low levels of 
238U in the shaley portions of the aquifer. Grundl and Cape [35] provide the most recent assessment 
of the geochemical factors that control the radium activity in the deep aquifer. They considered three 
ultimate sources of radioactivity in the aquifer: (1) material in the aquifer solids themselves, either 
in shaley zones [39] or as rinds enriched in parent isotopes [66,67]; (2) in the Maquoketa Shale that 
overlies the aquifer or (3) uranium or thorium transported into the aquifer by deep-seated brines 
originating from the Michigan basin [68]. Unfortunately, they were not able to definitively identify 
the set of geochemical processes controls the radium activities in the confined portion of the  
aquifer [35]. 

 

Figure 4. Region of the state with the majority of wells that exceed the U.S. EPA 
maximum containment levels (MCL) for combined Radium of 5 pCi/L (0.185 Bq/L). 
Pattern mimics the outcrop distribution of the western edge of the Michigan sedimentary 
basin (Figure 2) and reflects the region where water is drawn from the confined sandstone 
aquifers of eastern Wisconsin [65]. 



223 
 

 

In 2000 December, the National Primary Drinking Water Regulations; Radionuclides; Final Rule 
was published [61]. The U.S. EPA promulgated a final radionuclide rule that required communities 
to analyze their water for 226Ra, 228Ra, uranium, and gross alpha emitters, and to assess the 
vulnerability for beta and photon activity. The most significant of these was radium, and an MCL of 
5 pCi/L (0.185 Bq/L) was established for combined radium, with enforcement beginning during 
2006. In 2006, 42 of Wisconsin’s public water supply systems were in violation of the U.S. EPA 
MCL for combined radium. Three different strategies have been employed by different communities 
to tackle this problem, at a substantial cost to the public. These include water treatment systems, 
blending of water supplies, and switching to surface water supplies. 

As described above, the most substantial radium-related project involved a switch from deep 
aquifer wells to surface water by numerous communities surrounding Green Bay, Wisconsin during 
2006 and 2007 [5,6]. Some backup wells in the region still exceed the U.S. EPA MCL for combined 
radium, but are typically only in use when interruptions occur due to pipeline breaks. The initial cost 
of this pipeline was $80 million US Dollars in 2007, with substantial ongoing maintenance and repair  
costs [69]. The final cost was around $130 million US Dollars. 

By 2009, some communities were still struggling to reach compliance. For example, the City of 
Fond du Lac, with only 43,000 residents, ended up spending $32.4 million US Dollars to upgrade its 
water supply [70]. The city also agreed to pay $35,000 US Dollars to settle claims with the  
Justice Department. 

The City of New Berlin, a suburb of Milwaukee, got final approval from the Wisconsin DNR in 
2009 to connect with the City of Milwaukee to use up to 8.1 million liters per day (2.142 million 
gallons per day) in areas outside the Great Lakes Basin to replace the volume supplied by deep  
aquifer wells that exceed the combined radium MCL. This was allowed because the City of  
New Berlin straddles the Great Lakes drainage divide, and all of the water used will return to  
Lake Michigan [71]. 

The City of Waukesha had radium exceedances as recently as 2011 and 2013 when pumps in one 
of the city’s deep wells failed [72]. The city agreed to come into compliance with the standard at all 
times at each entry point by 2018. Waukesha blends water from both shallow and deep wells and 
uses Hydrous Manganese Oxide treatment plants to achieve compliance with drinking water 
standards [73]. The City of Waukesha has recently declared that it will not be able to achieve 
compliance by the court ordered 2018 date [74]. Waukesha currently has an application pending to 
divert water from Lake Michigan, despite the fact that it lies outside the Lake Michigan  
drainage basin. 

4.1.2. Arsenic and Associated Heavy Metals 

Dissolved arsenic has been recognized as a significant water quality problem that affects millions 
of people in parts of the world. Chronic consumption of high levels of arsenic can lead to several 
health problems, including lung, bladder and skin cancers. The most widely known region for arsenic 
contamination in groundwater is Bangladesh, where the situation has been described as a public 
health emergency (e.g., [75]). A similar, but less dramatic problem has been known in parts of 
Wisconsin for over two decades. 
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Discovery of the arsenic problem occurred in 1987 as part of a routine feasibility study for a 
landfill proposed in Winnebago County [76]. Over the past 28 years, several thousand wells have 
been analyzed for arsenic in parts of eastern Wisconsin. Arsenic concentrations vary from less than 
1 g/L to over 15,000 g/L [77,78] over a region that includes several tens of thousands of private 
drinking water wells. In some townships, 20% or more of wells can exceed the 10 g/L EPA MCL for 
arsenic. There are at least three regions in the state that contain elevated levels of dissolved arsenic in 
groundwater (Figure 5), each of which has a different potential geologic origin. These include the 
Paleozoic bedrock wells in eastern Wisconsin along the Fox River Valley, Pleistocene glacial sediment 
in southeastern Wisconsin, and wells in Precambrian bedrock with Pleistocene glacial sediment cover 
in Florence County (northern Wisconsin). 

 

Figure 5. Three regions in the state have elevated arsenic in different aquifers. Region 1 
represents the portion of the Paleozoic bedrock aquifer with elevated dissolved arsenic 
due to oxidation of sulfide minerals [78,79]. Region 2 represents elevated arsenic in the 
Pleistocene glacial sediments and the Silurian bedrock aquifer of southeastern  
Wisconsin [80]. Region 3 represents a region in Florence County with elevated arsenic in 
which Precambrian bedrock is overlain by Pleistocene glacial sediments [79]. 

The region in which this problem has been most thoroughly documented is in the Paleozoic 
bedrock of eastern Wisconsin (e.g., [76,78,81–84]). Much of this focus has been to characterize the 
distribution of arsenic and associated metals (Ni, Co, etc.) in well waters and aquifer rocks, primarily 
in parts of Winnebago and Outagamie Counties, but this problem extends from as far south as Fond 
du Lac County to as far north as the Michigan border in Marinette County, e.g., [59,76,77,84,86]. 
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Arsenic concentrations as high as 15,000 g/L have been encountered in wells open to the Paleozoic 
aquifer of eastern Wisconsin, and in some townships 20%–40% of the wells tested were above  
10 g/L (the EPA MCL for arsenic). Fewer wells have been tested for nickel and cobalt, but these 
metals are closely associated with arsenic in the region due to the host mineralogy of a regionally 
extensive sulfide cement horizon (SCH) at the top of the Ancell Group. One well in Outagamie County, 
Wisconsin had the following chemistry documented: pH = 2.05, As = 4300 g/L, Co = 5500 g/L,  
Cd = 220 g/L, Cr = 84 g/L, Ni = 11,000 g/L, Al = 15,000 g/L, and Pb = 400 g/L [85]. 

Portions of this aquifer contain abundant sulfide mineralization associated with Cambrian and 
Ordovician sedimentary rocks (Figure 3). The most abundant sulfide-rich cement horizon (SCH) is 
a zone of pyrite, marcasite, and associated minerals that occurs near the interface of the St. Peter 
Sandstone (Ancell Group) and the Platteville Dolomite (Sinnipee Group) [26,78,86,87]. 

The SCH has been documented to occur across eastern Wisconsin from the Illinois border in the 
south to the Michigan border in the north [26,86]. The mineralogy and mechanisms of arsenic release 
differ in different settings. Oxidative release is thought to be the most important mechanism in eastern 
Wisconsin (e.g., [87]). Although most attention has been given to the St. Peter Sandstone aquifer, 
other units in the region, such as the Cambrian sandstones, also contain abundant sulfide 
mineralization. Oxidative release of arsenic and nickel during aquifer storage and recovery (ASR) 
testing has resulted in substantial volumes of groundwater contamination near test wells [85]. 

Another region of the state with significant arsenic problems is southeastern Wisconsin. This area 
has up to 150 meters of glacial till and outwash of Pleistocene age overlying Silurian age dolomite. 
This region has had arsenic concentrations up to 100 g/L documented in portions of the lower sand 
and gravel aquifer beneath organic-rich glacial till units [80]. In contrast to the Paleozoic rocks of 
eastern Wisconsin, there appears to be a different mechanism for arsenic release in southeastern 
Wisconsin. The presence of reducing conditions, low sulfate concentrations, and solid-phase organic 
matter led Root et al. [80] to conclude that arsenic is released to ground water in the lower sand and 
gravel/dolomite aquifer via microbially mediated reductive dissolution of arsenic-bearing Mn and/or 
Fe-(hydr)oxides. 

A third region with a recognized arsenic problem is Florence County (Figure 5). The origin of 
arsenic in this area is less understood, but dozens of wells are impacted in the region, and ongoing 
research is investigating the geologic mechanisms and stratigraphic relationships in the region. 

The public health impact of high dissolved arsenic was recently investigated by  
Knobeloch et al. [77] in a study that associated arsenic-contaminated drinking water with the 
prevalence of skin cancer in eastern Wisconsin. They documented arsenic concentrations and 
surveyed several thousand residents using over 2200 wells in the region. Their results indicated that 
for residents over age 35 who had consumed arsenic-contaminated water for at least 10 years, those 
residents were significantly more likely to report a history of skin cancer than other residents. 

In response to public health concern over arsenic in the Fox River Valley region of eastern 
Wisconsin, the Wisconsin DNR implemented special well casing requirements for wells in 
Winnebago and Outagamie counties that became effective on 1 October 2004. These requirements 
are in place to avoid the most sulfide-rich portion of the aquifer near the SCH. However, additional 



226 
 

 

requirements were included that limited the types of well construction methods and disinfection 
methods that can be used. 

It is important to note that while much attention has been given to these two counties, the geologic 
strata and sulfide mineral distribution are similar throughout eastern Wisconsin [26,86]. Wells drilled 
in the same units in Marinette, Oconto, Brown, Shawano, and Fond du Lac counties have significant 
percentages of wells that exceed the 10 g/L of arsenic in drinking water standard. 

4.1.3. Fluoride Problems in Two Distinct Geologic Provinces 

Fluoride at optimal levels (0.7 to 1.2 ppm) can reduce the incidence of dental caries. However, 
excess fluoride can produce dental fluorosis and negatively impact bone health, especially in  
children [88]. As such, the US EPA has set a MCL for dissolved fluoride of 4.0 mg/L, with a 
secondary (advisory) MCL of 2.0 mg/L. This value is intended to reduce the risk of severe enamel 
fluorosis and to minimize the risk of bone fractures and skeletal fluorosis in the adult population [59]. 
In 2011, the U.S. Department of Health and Human Services proposed to reduce the recommended 
level to 0.7 mg/L [89]. 

Wisconsin contains three distinct regions with elevated levels of dissolved fluoride above 1.2 mg/L 
in groundwater (Figure 6). One of these areas occurs in parts of Marathon County and the adjacent 
areas of central Wisconsin. Groundwater in this region is obtained principally from Precambrian 
crystalline bedrock aquifers and Quaternary glacial and alluvial sediments. A recent study focusing 
on Marathon County wells indicates that fluoride in this region ranges from <0.01 mg/L to at least  
7.6 mg/L [90]. In that study, approximately 0.6% of the wells exceeded the EPA MCL of 4 mg/L, 
and 8.6% exceeded the secondary MCL of 2.0 mg/L. The source of fluoride in groundwater in this 
region appears to be fluorite and fluorapatite in felsic intrusive rocks, specifically syenite and  
Na-plagioclase bearing granites [90]. 

A second region of elevated fluoride occurs in the Cambrian and Ordovician confined aquifer of 
northeastern Wisconsin along the Fox River Valley and adjacent to the Bay of Green Bay. This 
anomaly has been known for more than 40 years [64,95], and a study by Krohelski [28] showed a 
mean concentration of 1.32 mg/L for the Ordovician and Cambrian sandstone aquifers in the region.  
While few wells appear to exceed the MCL of 4.0 mg/L, hundreds of wells likely exceed the 
secondary MCL of 2.0 mg/L, and most wells in the confined aquifer likely exceed the target value 
of 1.2 mg/L suggested by the U.S. EPA. The source of fluoride in this aquifer appears to be fluorite 
associated with Mississippi Valley-type mineralization in the region [26]. 

A third region is less well defined and less studied, but it extends along the Lake Michigan 
shoreline from Kewaunee County in the north to the Illinois border in the south. Many wells exceed 
the secondary MCL of 2.0 mg/L, and a few exceed 4.0 mg/L. Most of the wells with elevated fluoride 
appear to be drawing from both Pleistocene glacial sediments and Silurian dolomite units. It is likely 
that fluorite is also the source of this elevated dissolved fluoride because fluorite mineralization 
occurs in the Silurian rocks of eastern Wisconsin. More research on this topic is needed to better 
understand the stratigraphic distribution and origin of dissolved fluoride in eastern Wisconsin. 
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In Marathon and Lincoln counties (central Wisconsin), county health departments offer test kits 
for dissolved fluoride. Other municipalities, such as those in the Fox River Valley region, distribute 
notices to water utility customers advising them of elevated levels above the secondary MCL. 

 

Figure 6. Map showing dissolved fluoride in Wisconsin aquifers. The highest 
concentrations are present in areas of shallow Precambrian bedrock of central Wisconsin. 
Another broad region of elevated fluoride occurs in the Cambrian-Ordovician confined 
aquifer of northeastern Wisconsin. A third region of elevated fluoride occurs in glacial 
sediments and Silurian bedrock in eastern and southeastern Wisconsin. Data sources 
include [91–94]. 

4.1.4. Dissolved Strontium 

A region of high dissolved strontium (Sr) occurs in an arc-shaped band throughout eastern 
Wisconsin inland from the Lake Michigan shoreline where deep wells penetrate the Cambrian-
Ordovician sandstone aquifer (Figure 7). Groundwater in parts of eastern Wisconsin contains dissolved 
Sr levels that exceed lifetime and short-term U.S. EPA Health Advisories of 4 mg/L and 25 mg/L,  
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respectively [64,92–94]. Hundreds of wells are impacted throughout this region, including an area of 
anomalously high dissolved Sr in parts of Brown, Outagamie, and Calumet counties. 

At present, about 11,000 groundwater samples statewide have been analyzed for  
strontium [92,93]. Until recently, data regarding dissolved Sr in Wisconsin groundwater were 
limited, and it is now clear that elevated dissolved Sr is present in the deep aquifer throughout much 
of eastern Wisconsin. While limited evidence for high Sr in the region’s groundwater was available 
for over 50 years [96], little attention was given to this problem until 2013 [92,93]. Affected wells 
include many municipal wells from the suburban Milwaukee metropolitan area north to Green Bay, 
with concentrations of strontium in groundwater drinking supplies reaching as high as 52 mg/L [96]. 

The source of the Sr appears to be the dissolution of heterogeneously distributed celestine (SrSO4), 
and possibly strontianite (SrCO3) cements in Cambrian and Ordovician rocks in the region [92–94]. 
These rocks were strongly impacted by dolomitization and mineralization associated with an ancient 
hydrothermal brine migration from the Michigan basin [26]. 

 

Figure 7. A broad arc-shaped region of eastern Wisconsin contains elevated dissolved 
strontium in the Cambrian-Ordovician aquifer. Limited data suggest additional wells in 
the Silurian bedrock east of this zone also contain elevated dissolved strontium above the 
EPA lifetime health advisory level of 4 mg/L [92–94]. 
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Although the full spectrum of adverse human health effects from Sr ingestion is unclear,  
two health effects are documented in the literature. One of these is known as “strontium rickets”, 
which is a musculoskeletal disease in which bones are thicker and shorter than normal and can be 
deformed [97]. Another health effect linked to the ingestion of groundwater-derived strontium is tooth 
enamel mottling [98]. Recognition that dissolved Sr might be a more significant problem in Wisconsin 
than initially anticipated has prompted the recent addition of Sr to the State Lab of Hygiene water 
quality metals scan in the last several years. At present, there is no MCL in effect through the U.S. 
EPA, but there has been a preliminary determination by the EPA to regulate strontium in Drinking 
Water [99]. Treatment systems (standard water softeners or reverse osmosis systems) are very 
effective solutions, but the public is generally unaware of the Sr problem. 

4.1.5. High Total Dissolved Solids 

Most groundwater in Wisconsin has relatively low total dissolved solids. This is not surprising 
because the state also lacks any economic deposits of petroleum and natural gas, which are often 
associated with dense brines. While strong evidence for multiple ancient brine migrations is present 
in the Paleozoic sedimentary rocks in the region (e.g., [26,100]), these aquifers have been 
subsequently flushed of brine over millions of years prior to the Pleistocene Epoch. Some water has 
been documented by radiocarbon dating as being Late Pleistocene in age [36]. However, not all salts 
have been fully removed from the system. 

Portions of the Cambrian-Ordovician aquifer system in eastern Wisconsin contain groundwater 
with elevated total dissolved solids (TDS). While a precise distribution of wells with high TDS is not 
available, the approximate region is roughly correlative with the Maquoketa Shale subcrop in eastern 
Wisconsin [64,93,94]. Values of total dissolved solids above 1000 mg/L have been reported mainly 
from the Cambrian-Ordovician confined aquifer of eastern Wisconsin [64,92,95], but significant 
regions of the Silurian aquifer of southeastern Wisconsin also have TDS values that exceed  
1000 mg/L [7]. In addition, some wells in western and northwestern Wisconsin exceed this  
value [95]. Hundreds of wells are likely impacted by this problem, and it prevents a large part of 
eastern Wisconsin that has shallow aquifer contamination from accessing potable supplies of deep 
aquifer groundwater. 

Dissolved boron (B) and lithium (Li) appear to be associated with elevated salinities [64,94].  
In a recent study by Luczaj et al. [92], analysis of boron and lithium in selected samples has identified 
that these may also be important elements of concern in the deep aquifer system of northeastern 
Wisconsin. Two of 49 samples analyzed for dissolved B exceeded the MCL of 1000 g/L. One 
sample was 3300 g/L, over three times the MCL established by the State of Wisconsin. Although 
Li does not have an established MCL, concentrations varied dramatically in parts of the region from 
1.7 g/L to 305 g/L. High levels of dissolved Sr, Li, B, and F have been reported elsewhere in 
carbonate rock on marginal parts of high salinity basins (e.g., [101]). 
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4.1.6. Other Noteworthy Problems 

Several other noteworthy problems from naturally occurring contaminants are known in 
Wisconsin, including aluminum and manganese. The extent and cause of these problems is not fully 
understood, but they have variable origins in different parts of the state. One area of particular 
concern for manganese has been Taylor County in northern Wisconsin [102]. Elevated manganese 
and aluminum have been reported from several regions in the state [59], but a detailed analysis of 
most of these occurrences has not been completed. 

4.2. Anthropogenic Contaminants 

4.2.1. Nitrate 

Nitrate is generally considered the most widespread groundwater contaminant in Wisconsin.  
Natural or background concentrations of nitrate-nitrogen in groundwater are typically less than 1 mg/L, 
and concentrations greater than this provide evidence of impacts from the use of nitrogen fertilizers, 
storage or spreading of animal waste and/or other bio-solids, or septic system drain fields. As nitrate, 
nitrogen is readily carried in the drainage that recharges groundwater. Previous estimates attribute 
90% of nitrate in Wisconsin’s groundwater to agricultural sources, 9% to septic systems and 1% to 
lawn fertilization [103]. The variety of nitrogen sources and the mobility of nitrate make it an  
ideal candidate to understand groundwater wells or aquifer systems that are susceptible to 
anthropogenic influences. 

A statewide survey of private wells in Wisconsin showed 9% of wells exceeded the drinking water 
standard of 10 mg/L for nitrate-nitrogen [104]. The percentage of wells that exceeded the standard 
increased to 21% when limited to wells located in districts where greater than 75% of the area is 
cultivated. Additional information exists from voluntarily submitted private well data collected over 
a nearly 30-year period across the state. These data show similar exceedance rates to the statewide 
survey, revealing approximately 10% of wells exceed the nitrate standard [79]. Forty-two percent of 
all samples reported a concentration above 2 mg/L, which is generally considered conclusive 
evidence of anthropogenic influences. The amount of data collected through voluntary testing is 
significant and the spatial distribution is extensive (Figure 8). The patterns that emerge have  
allowed resource professionals to identify areas of concern and ground-truth existing models of 
groundwater susceptibility. 

In Wisconsin, groundwater contamination susceptibility has previously been modeled as a 
function of surficial deposit type, depth to bedrock, type of bedrock and depth to groundwater [105]. 
Areas determined to have a high groundwater contamination susceptibility rating typically correlate 
well with areas of known groundwater nitrate concerns as evidenced by private well testing data in 
areas where sufficient data exists. Simply identifying areas that are susceptible should not be 
interpreted that groundwater quality is degraded. In order for groundwater to actually become 
contaminated there needs to exist a nitrogen source. Northern Wisconsin is an example of an area 
where the groundwater is rated as highly susceptible to groundwater contamination; however, nitrate 
above the drinking water standard is rare. The large percentage of forests and wetlands, combined 
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with low population densities in northern Wisconsin, results in very few nitrate impacted wells. 
Conversely just because there is a source of nitrogen does not guarantee significant groundwater 
nitrate impacts. Such is the case in eastern Wisconsin, where agriculture is often the dominant land 
use, but groundwater concentrations of nitrate are often found at background or natural levels. In 
these areas, a higher potential for denitrification, a greater use of drain tiles, and generally heavier 
texture soil types are potential explanations for the lack of nitrate found in groundwater in much  
of the area. 

 

Figure 8. Map of Wisconsin showing the percentage of groundwater samples in each 
township above the 10 mg/L nitrate-N drinking water standard [79]. 

Much attention has been paid to the role of agricultural practices and the influence on ground and 
surface waters with respect to nitrate. Studies have affirmed that applying rates of nitrogen in excess 
of economic optimal rates exacerbate groundwater concerns; however many studies have shown that 
even at optimal rates of application, nitrate can leach at rates exceeding drinking water  
standards [106,107]. The groundwater nitrate pattern in Wisconsin is mostly explained by 
investigating the relationship between agricultural practices and a few soil or geologic characteristics. 
Three areas with significant nitrate impacts include: (1) regions of highly permeable sandy soils 
(central sands region and lower Wisconsin River valley), (2) shallow carbonate rock aquifer systems 
of eastern Wisconsin located along and east of the Niagara Escarpment, where solution-enlarged 
joints, sinkholes, and other karst features promote drainage of nitrate rich soil pore water from 
agriculturally managed soil horizons to groundwater in the unconfined dolostone aquifer, and (3) 
south-central Wisconsin where well-drained soils are extensively managed for high nitrogen input 
row crop production. 
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4.2.2. Pathogens 

Pathogens are receiving increasing attention in Wisconsin. Recent work over the past 15 years in 
Wisconsin has revealed a complex problem with pathogens in a variety of geologic units from 
multiple sources. Bacterial contamination has been widely known from regions of the state with karst 
aquifers and heavy agriculture [108,109]. However, recent studies have found viruses in both 
municipal and domestic water supply wells drawing from a number of aquifer types. Viruses have 
been associated with leaking sewage systems in deep aquifers accessed by municipal wells, leaking 
septic systems in shallower wells in karst regions, and surface water contributions to municipal  
wells [110–117]. In one case, a restaurant well was contaminated by its own septic drainfield, leading 
to a norovirus outbreak that sickened 229 people [114]. 

The large number of dairy cows and other animals in the state mean that pathogenic contamination 
from manure is an ongoing concern. This is particularly true in areas where wells rely on the shallow 
carbonate rock aquifer such as eastern Wisconsin [108], but it is true in other regions as well [116].  
Thin or absent soils overlying fractured, karsted dolomite rock allow surface water a direct conduit 
to groundwater with little to no ability to attenuate or filter contaminants such as bacteria or viruses. 
Anecdotal and documented evidence suggest “brown water” incidents (i.e., sudden changes in water 
quality that occur during snowmelt or spring rains) have occurred for many years throughout 
Northeast Wisconsin (see also [117]). Between 2006 and mid-2014, sixty-four wells were replaced 
throughout Wisconsin due to confirmed contamination by livestock manure [118]; three-quarters of 
those wells were located in areas rated as having a significant to extreme vulnerability to groundwater 
contamination related to karst-type landscape features (e.g., sinkholes, fracture traces, surface rock 
outcrops, disappearing streams) [108]. 

The problem of pathogen contamination is widespread, and is not limited to shallow domestic 
wells. Nonetheless, disinfection of municipal water systems has the capability to limit the exposure 
of residents to pathogens like bacteria and viruses. Unfortunately, disinfection is not mandated for 
the municipal systems that supply groundwater to over 2 million residents of Wisconsin, although 
about 60% of the state’s municipal groundwater systems do disinfect their water [119]. Recent 
studies in Wisconsin have suggested that public health could be improved by identifying municipal 
water systems that lack water treatment and are likely to transmit waterborne disease [116]. 

4.2.3. Pesticides 

A survey of 398 private wells by the Wisconsin Department of Agriculture, Trade, and Consumer 
Protection estimated that 33.5% of wells statewide contain at least one detectable pesticide or 
pesticide metabolite [120]. Wells located in areas with a greater intensity of agriculture are more 
likely to contain detections of pesticides. The most frequently detected pesticides or pesticide 
metabolites in Wisconsin groundwater included metolachlor ESA, alachlor ESA, atrazine and 
metabolites of atrazine. 

Wisconsin is unique in that it has a health-based groundwater standard of 3 parts per billion (ppb) 
for atrazine plus its three metabolites (diamino atrazine, deethyl atrazine, and deisopropyl atrazine), 
as opposed to just atrazine [121]. When concentrations of atrazine and its metabolites are detected in 
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a well above 3 ppb, an atrazine prohibition area may be established that prohibits future use of 
atrazine in a designated area around the well. Continued monitoring of wells in atrazine prohibition 
areas reveal that since 1995, concentrations of atrazine and its metabolites have slowly dissipated in 
most wells. It was estimated that following prohibition of atrazine it would take 11–17 years for 
atrazine and the metabolites to dissipate completely from wells [121]. 

4.2.4. Endocrine Disrupting Compounds 

Recent research has addressed the prevalence of endocrine disrupting compounds (EDCs) in 
groundwater, which is an emerging class of contaminants. EDCs can originate from a wide variety 
of sources, including pharmaceuticals from leaky septic systems, land-applied manure, and 
estrogenic pesticides [109,122]. Historically, the best-studied EDC in Wisconsin has been atrazine 
and its metabolites [120,121]. 

Limited work has been done in Wisconsin regarding other EDCs, but these are likely to receive 
greater attention in the future because of their potential to cause physiological abnormalities and  
endocrine-related cancers in exposed organisms [109]. A recent study by Bauer et al. [109] in six 
northeastern Wisconsin counties showed that contamination of groundwater with EDCs, nitrate, and 
fecal bacteria is a common problem in karst areas of northeastern Wisconsin. Their study did not 
analyze specific endocrine disrupting compounds; rather, they used human breast cancer cells to 
evaluate the “estrogenicity” of the water [109]. 

4.3. Contaminants of Unresolved Origin 

Boron and Molybdenum are two contaminants that have been recognized recently as having a 
significant impact on the water quality of parts of southeastern Wisconsin. The precise origin of the 
boron and molybdenum in groundwater is not completely understood, and disagreement exists 
regarding the source(s). The region of elevated molybdenum and boron values occurs in Racine, 
Kenosha, and Milwaukee counties in southeastern Wisconsin. Of 967 unique wells tested from 2010 
to 2014, 45% of the wells exceeded the WDNR enforcement standard of 40 g/L, and 22% exceeded 
the newly established Wisconsin Department of Health Advisory Level of 90 g/L [123]. A smaller 
number of wells contained boron concentrations above 1000 g/L, which is the WDNR enforcement 
standard. These wells are located in Pleistocene glacial sediments and underlying Silurian  
dolostone bedrock. 

In a 2013 Report, the WDNR evaluated the possibility that three landfills, one of which was a coal 
fly ash landfill, could be the source of elevated boron and molybdenum in private wells nearby [124]. 
Water quality testing included stable isotopic analysis of boron and molybdenum, as well as tritium 
sampling. The WDNR concluded that a municipal and industrial landfill was not the source of 
molybdenum in private wells, but data were inconclusive as to whether or not a fly ash landfill was 
the source of molybdenum. Boron in most private wells appeared to be from sources other than the 
landfills, either natural or other anthropogenic sources. Tritium sampling showed that most private 
wells contained water without detectable tritium, suggesting that anthropogenic sources were not 
likely the source of molybdenum in most of the private wells analyzed. The elevated molybdenum 
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remains the largest mystery, especially because it is detected in wells spread across such a large 
region of the state. 

A more recent study by the environmental group Clean Wisconsin [123] came to a different conclusion 
based on a regional analysis. They suggest that there is a correlation between beneficial coal fly as “reuse” 
sites and elevated levels of molybdenum in private wells. Wisconsin has the highest rate of 
“beneficial reuse” of coal fly ash in the United States, and concern has arisen from decades of 
unregulated disposal of coal fly ash beneath roads, buildings, and foundations. They suggest that 
widespread distribution of coal fly ash over several decades has led to the regional groundwater 
problem of elevated dissolved molybdenum. A recent 2014 U.S. EPA ruling continues to allow  
the beneficial reuse of coal combustion products, without the need to regulate it as a hazardous 
substance [125]. 

5. Conclusions 

In general, groundwater quantity issues are most prominent in the central sands region of central 
Wisconsin and heavily populated parts of northeastern and southeastern Wisconsin that draw from 
confined aquifers. Some regions, such as the municipalities near Lake Michigan, are fortunate 
enough to have this resource available and have switched over to surface water resources when water 
quantity or quality issues have arisen. 

Problems with groundwater quality, on the other hand, are more widespread and are difficult to 
solve. Groundwater quality issues originate through naturally occurring and anthropogenic sources, 
and they are strongly influenced by the regional geologic framework. The arsenic contamination 
problem in eastern Wisconsin has been addressed in some areas through well testing and special well 
casing requirements. Although significant problems remain, a greater public awareness has been 
established. Other contaminants, such as bacteria and nitrates, continue to be significant challenges. A 
few contaminants, such as viruses, EDCs, and strontium, might be considered emerging contaminants. 
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